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Abstract

The edge-bandwidth $B'(G)$ of a graph $G$ is the bandwidth of the line graph of $G$. More specifically, for any bijection $f : E(G) \rightarrow \{1, 2, \ldots, |E(G)|\}$, let $B'(f, G) = \max\{|f(e_1) - f(e_2)| : e_1$ and $e_2$ are incident edges of $G\}$, and let $B'(G) = \min_f B'(f, G)$.

We determine asymptotically the edge-bandwidth of $d$-dimensional grids $P^d_n$ and of the Hamming graph $K^d_n$, the $d$-fold Cartesian product of $K_n$. Our results are as follows.

(1) For fixed $d$ and $n \rightarrow \infty$, $B'(P^d_n) = c(d)dn^{d-1} + O(n^{d-\frac{3}{2}})$, where $c(d)$ is a constant depending on $d$, which we determine explicitly.

(2) For fixed even $n$ and $d \rightarrow \infty$, $B'(K^d_n) = (1 + o(1))\frac{\sqrt{d}}{\sqrt{2\pi}}n^d(n - 1)$.

Our results extend recent results by Balogh et al. [5] who determined $B'(P^2_n)$ asymptotically as a function of $n$ and $B'(K^2_2)$ asymptotically as a function of $d$.

1 Introduction

Let $G = (V(G), E(G))$ be a simple graph on $n$ vertices. A labeling $f$ is a bijection of $V(G)$ to $\{1, \ldots, n\}$. When there is no ambiguity, we will simply write $B(f)$ for $B(f, G)$. The bandwidth of $f$ is

$$B(f, G) := \max\{|f(u) - f(v)| : uv \in E(G)\}.$$ 

The bandwidth $B(G)$ of $G$ is

$$B(G) := \min_f \{B(f, G)\}.$$ 

The notion was introduced by Harper in his influential paper [12] in which he determined the bandwidth of the $d$-dimensional hypercube by solving the corresponding vertex isoperimetric problem in the hypercube. There are several motivations for studying the bandwidth...
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problem: sparse matrix computations, representing data structures by linear arrays, VLSI layouts, mutual simulations of interconnection networks and minimizing the effects of noise in the multi-channel communication of data (see [9, 10, 21, 6]). The bandwidth problem is NP-hard and is inapproximable by any multiplicative constant even for trees [24]. Bandwidths are known only for a few families of graphs including hypercubes [12], multidimensional grids [7], complete trees [15], and various mesh-like graphs (see [15, 16, 19]).

The edge-bandwidth was introduced by Hwang and Lagarias [17]. Here we label the edges instead of the vertices, and the bandwidth of an edge-labeling $f$ of a graph $G$ is

$$B'(f, G) := \max\{|f(uv) - f(vw)| : uv, vw \in E(G)\}.$$ 

In other words, it is the maximum difference of labels between a pair of incident edges. When there is no ambiguity, we will write $B'(f)$ for $B(f, G)$. The edge-bandwidth of a graph $G$ is

$$B'(G) := \min_f B'(f, G).$$

Naturally, $B'(G) = B(L(G))$, where $L(G)$ is the line graph of $G$. In [18], Jiang et al. re-introduced the notion of edge-bandwidth and studied the relationship between $B(G)$ and $B'(G)$. They determined the edge-bandwidth of caterpillars, the complete graph $K_n$, and the balanced complete bipartite graph $K_{n,n}$. A. Gupta [11] pointed out that the inequality $B(T) \leq B'(T) \leq 2B(T)$ for a tree $T$ obtained in [18] together with Unger’s inapproximation result [24] for bandwidth imply that determining the edge-bandwidth is also NP-hard.

Recently, there has been an increase of interest in the study of edge-bandwidth. Calamoneri et al [8] obtained tight bounds on the edge-bandwidth of complete $k$-ary trees and bounds on the edge-bandwidth of the hypercube and butterfly graphs. Balogh et al [5] subsequently obtained asymptotically tight bounds on the edge-bandwidth of two-dimensional grids and tori, the Cartesian product of two cliques and the hypercube. Sharpening the result of Balogh et al [5] on the two-dimensional grids and tori while confirming a conjecture of Calamoneri et al [8], Pikhurko and Wojciechowski [23] showed that the edge-bandwidth of an $m$ by $n$ grid, where $m \geq n$, is $2n - 1$. They also showed that the edge-bandwidth of an $m$ by $n$ torus, where $m \geq n$, is between $4n - 5$ and $4n - 1$. In an unpublished manuscript, Akhtar, Jiang, and Pritikin have independently shown that the edge-bandwidth of an $m$ by $n$ grid, where $m \geq n$, is between $2n - 2$ and $2n - 1$, and that the edge-bandwidth of an $m$ by $n$ torus, where $m \geq n$, is between $4n - 5$ and $4n - 1$.

In this paper, we determine the edge-bandwidth of the $d$-dimensional grids $P^d_n$ asymptotically when $d$ is fixed and $n \to \infty$, and we obtain lower and upper bounds on the edge-bandwidth of the Hamming graph $K^d_{n,n}$. When $n$ is a fixed positive even integer and $d \to \infty$ our lower and upper bounds match asymptotically.

The Cartesian product of graphs $G$ and $H$, denoted by $G \square H$, is the graph with vertex set $V(G \square H) = \{(u, v) : u \in V(G), v \in V(H)\}$ specified by putting $(u, v)$ adjacent to $(u', v')$ if and only (1) $u = u'$ and $vv' \in e(H)$, or (2) $v = v'$ and $uu' \in E(G)$. The $d$-fold Cartesian product $G \square G \square \cdots \square G$ is denoted by $G^d$. Let $P_n$ denote a path on $n$ vertices. The $d$-fold Cartesian product $P^d_n$, denoted by $P^d_n$, is also known as the $d$-dimensional grid. Equivalently, we can view $P^d_n$ as a graph whose vertices are vectors $(u_1, u_2, \ldots, u_d)$ of length $d$ where $\forall i, u_i \in \{0, 1, \ldots, n - 1\}$ and any two vertices $(x_1, x_2, \ldots, x_d)$ and $(y_1, y_2, \ldots, y_d)$ are adjacent if and
We call \(G\) \(d\)-admissible if \(d\) only occurs in \(l^*(n, d)\). Given a graph \(G\), we define the weight of \(x\) by \(w(x) = d\). For each \(r \in \{1, 2, \ldots, n\}\), let \(L(n, d, r) = \{x \in V(P_n^d) : w(x) = r\}\). Let \(l(n, d, r) = |L(n, d, r)|\) and \(l^*(n, d) = \max\{l(n, d, r) : 0 \leq r \leq (n - 1)d\}\). We determine \(B'(P_n^d)\) asymptotically as a function of \(n\).

**Theorem 1.1** Let \(d\) be a fixed positive integer. We have

\[
B'(P_n^d) = (1 + o(1))dl^*(n, d) = c(d)dn^{d-1} + O(n^{d-3/2}),
\]

where \(c(d)\) is a constant depending on \(d\), given by \(c(d) = \sum_{j=0}^{[d/2]}(-1)^j\binom{d}{j}\binom{(d-2j)^{d-1}}{2j+1}\). Furthermore, \(\frac{1}{2d} \leq c(d) \leq \frac{2\sqrt{\pi}}{\sqrt{d}}\).

A simple calculation shows that \(c(2) = 1\). Hence \(B'(P_n^2) = (1 + o(1))2n\), which was obtained by Balogh et al.[5]. For another example, \(c(3) = \frac{3}{4}\), yielding \(B'(P_n^3) = (1 + o(1))\frac{3}{4}n^2\).

**Theorem 1.2** Let \(n\) be a fixed positive even integer. We have

\[
B'(K_n^d) = (1 + o(1))\frac{\sqrt{d}}{\sqrt{2\pi}} n^{d} (n - 1).
\]

## 2 General bounds

The standard techniques for obtaining lower bounds on bandwidth use isoperimetric inequalities. Many vertex and edge isoperimetric problems have been considered in the literature. Given a graph \(G\) and a set \(S \subseteq V(G)\), let

\[
\partial(S) = \{v \in V(G) - S : \exists u \in S \text{ s.t. } uv \in E(G)\}.
\]

We call \(\partial(S)\) the (vertex) boundary of \(S\). In other words, \(\partial(S) = N_G(S) - S\). Given an optimal numbering \(f\) of \(V(G)\), let \(S\) be the set of vertices receiving labels 1, 2, \ldots, \(k\). Then the highest label assigned to a vertex in \(\partial(S)\) is at least \(k + |\partial(S)|\). Let \(v\) be the vertex with the highest label in \(\partial(S)\). It has a neighbor \(u\) in \(S\), whose label is at most \(k\). So \(|f(v) - f(u)| \geq |\partial(S)|\), which implies \(B(G) = B(f, G) \geq |\partial(S)|\). Similarly, consider a vertex \(x\) in \(\partial(V - S)\) with the smallest label. Its label is at most \(k - |\partial(V - S)| + 1\). It has a neighbor \(y\) in \(V - S\), whose assigned label is at least \(k + 1\). So \(|f(y) - f(x)| \geq |\partial(V - S)|\). Thus, \(B(G) = B(f, G) \geq |\partial(V - S)|\). Therefore, we have \(B(G) \geq \max\{|\partial(S)|, |\partial(V - S)|\}\). This yields the following

**Proposition 2.1** [12] Let \(G\) be a graph and \(k\) an integer, where \(0 \leq k \leq |V(G)|\). Then

\[
B(G) \geq \min_{S \subseteq V(G), |S| = k} \max\{|\partial(S)|, |\partial(V - S)|\}.
\]
For each $k$, let $L_k(G) = \min_{S \subseteq V(G), |S| = k} |\partial(S)|$. By Proposition 2.1, $B(G) \geq L_k(G)$. Since this holds for each $k$ with $0 \leq k \leq |V(G)|$, we have $B(G) \geq \max_k L_k(G)$. This lower bound $\max_k L_k(G)$ for $B(G)$ is often referred to as the Harper bound. In general, the Harper bound needs not be sharp and calculating it is difficult (NP-hard).

When the Harper bound is not very useful, it is sometimes useful to consider the iterated boundary (shadow) instead. Given a nonnegative integer $q$, let

$$\partial^{(\leq q)}(S) = \{v \in V(G) - S : v \text{ is at distance at most } q \text{ from some vertex in } S\}.$$ 

Hence, in particular, $\partial(S) = \partial^{(\leq 1)}(S)$. Consider an optimal numbering $f$ of $V(G)$. Let $S$ be the set of vertices receiving labels $1, 2, \ldots, k$. Let $q$ be any integer such that $1 \leq q \leq n$. Let $v$ be a vertex in $\partial^{(\leq q)}(S)$ with the highest label. Then $f(v) \geq k + |\partial^{(\leq q)}(S)|$. Vertex $v$ is at distance at most $q$ from some vertex $u$ in $S$. Note that $f(u) \leq k$. Hence for some edge on a shortest $u, v$-path, the difference between the $f$-labels of its two endpoints is at least $|f(u) - f(v)|/q \geq |\partial^{(\leq q)}(S)|/q$. This yields

**Proposition 2.2** Let $G$ be a graph and $k$ an integer, where $0 \leq k \leq |V(G)|$. Then

$$B(G) \geq \min_{S \subseteq V(G), |S| = k} \max_{1 \leq q \leq n} \left| \frac{\partial^{(\leq q)}(S)}{q} \right|.$$ 

Our discussions above apply similarly to a set of edges. We define the boundary of a set $S' \subseteq E(G)$ of edges in $G$ by

$$\partial(S') = \{e \in E(G) - S' : \exists e' \in S' \text{ such that } e \text{ and } e' \text{ are incident}\}.$$ 

The iterated boundary for $S'$ is then given, for $q \geq 1$, by

$$\partial^{(\leq q)}(S') = \{e \in E(G) - S' : e \text{ is at distance at most } q \text{ from some edge of } S'\}.$$ 

We see that $\partial(S') = \partial^{(\leq 1)}(S)$ and $\partial^{(\leq q)}(S') = \partial^{(\leq q-1)}(S') \cup \partial(\partial^{(\leq q-1)}(S'))$. The edge analogues of Propositions 2.1 and 2.2 are then obtained by replacing $B(G)$ by $B'(G)$ and $V(G)$ by $E(G)$.

### 3 The weight function in multidimensional grids

Recall that $V(P^d_n) = \{\langle x_1, x_2, \ldots, x_d \rangle : \forall i \ x_i \in \{0, 1, \ldots, n - 1\}\}$. Two vertices $\langle x_1, x_2, \ldots, x_d \rangle$ and $\langle y_1, y_2, \ldots, y_d \rangle$ are adjacent if they differ by 1 in one coordinate and agree in all other coordinates. Again, the weight $wt(x)$ of a vertex $x = \langle x_1, x_2, \ldots, x_d \rangle$ is defined by $wt(x) = x_1 + x_2 + \cdots + x_d$. Given positive integers $n, d$ and an integer $r$ with $0 \leq r \leq (n - 1)d$, let $L(n, d, r) = \{x \in V(P^d_n) : wt(x) = r\}$. Let $l(n, d, r) = |L(n, d, r)|$. Let $l'(n, d) = \max\{l(n, d, r) : 0 \leq r \leq (n - 1)d\}$. It is easy to see that $l(n, d, r)$ is the number of integer solutions to the equation $x_1 + x_2 + \cdots + x_d = r$, where $0 \leq x_i \leq n - 1$ for each $i \in [d]$. By considering the value of $x_1$, one can easily derive the following recurrence relation on $l(n, d, r)$.

**Proposition 3.1** Let $n, d$ be positive integers and $r$ an integer. We have $l(n, 1, r) = 1$ if $0 \leq r \leq n - 1$ and $l(n, 1, r) = 0$ otherwise. For all $d$ and $r$ with $d \geq 2$ and $0 \leq r \leq d(n - 1)$,

$$l(n, d, r) = \sum_{j=0}^{r-1} l(n, d-1, r-j),$$

and for other values of $r$ we have $l(n, d, r) = 0$. 

4
The function \( l(n, d, r) \) is well-studied in the theory of posets as the rank number in the poset of divisors of a number. Consider a positive integer \( m \) with prime factorization \( m = p_1^{k_1} p_2^{k_2} \cdots p_a^{k_a} \), where the \( p_i \) are distinct primes and \( k_i \geq 1 \) for each \( i \). The rank of \( m \) is \( K = k_1 + \cdots k_d \) and \( N_r(m) \) is the number of divisors of \( m \) of rank \( r \). It is easy to see that in the case \( k_1 = k_2 = \cdots = k_d = n - 1 \), \( N_r(m) \) is precisely \( l(n, d, r) \). Chapter 4 of Anderson [3] gives a detailed discussion about the function \( N_r(m) \). We summarize related results in terms of \( l(n, d, r) \) in the following proposition.

**Proposition 3.2** ([3] Chapter 4) Let \( K = (n - 1)d \). Then

1. \( l(n, d, i) = l(n, d, K - i) \) for each \( i \) with \( 0 \leq i \leq K \).

2. For fixed \( n \) and \( d \), \( l(n, d, i) \) is strictly increasing in \( i \) for \( i \leq \lceil \frac{K}{2} \rceil \) and strictly decreasing in \( i \) for \( i \geq \lfloor \frac{K}{2} \rfloor \).

By Proposition 3.2, for fixed \( n \) and \( d \), \( l(n, d, r) \) is a symmetric and unimodal function of \( r \) on \( \{0, 1, \ldots, (n - 1)d\} \) with maximum value at \( r = \lfloor \frac{(n - 1)d}{2} \rfloor \) and at \( r = \lceil \frac{(n - 1)d}{2} \rceil \). It is not hard to find a formula for \( l(n, d, r) \) using generating functions. By Proposition 3.2, \( l^*(n, d) = l(n, d, \lfloor \frac{(n - 1)d}{2} \rfloor) \). Thus, setting \( r = \lfloor \frac{(n - 1)d}{2} \rfloor \) in the formula for \( l(n, d, r) \) will give us \( l^*(n, d) \). Unfortunately, this formula of \( l(n, d, r) \) from generating functions does not have a closed form; thus neither does the formula for \( l^*(n, d) \). Anderson [2] obtained some useful estimates of \( l^*(n, d) \) as follows.

**Theorem 3.3** ([2]) Let \( k_1, k_2, \ldots, k_d \) be nonnegative integers. Let \( K = k_1 + \cdots + k_d \). Let \( s \) denote the number of integer solutions to the equation

\[
x_1 + x_2 + \cdots + x_d = \frac{K}{2}, \quad \forall 0 \leq x_i \leq k_i.
\]

Let \( A = \frac{1}{3} \sum_{i=1}^{d} k_i (k_i + 2) \) and \( \tau = \prod_{i=1}^{d} (1 + k_i) \). Then there exist positive constants \( C_1 \) and \( C_2 \) such that

\[
C_1 \frac{\tau}{\sqrt{A}} \leq s \leq C_2 \frac{\tau}{\sqrt{A}}.
\]

Furthermore, we can take \( C_2 = \sqrt{\Pi} \) and for any small \( \epsilon > 0 \) we can take \( C_1 = \frac{1}{\sqrt{3}} - \epsilon \) when \( K \) is sufficiently large.

**Corollary 3.4** Let \( n, d \) be positive integers, where \( n \geq 2 \). There exist positive constants \( C_1 \) and \( C_2 \) such that

\[
C_1 \frac{n^{d-1}}{\sqrt{d}} \leq l^*(n, d) \leq C_2 \frac{n^{d-1}}{\sqrt{d}}.
\]

Furthermore, we can take \( C_2 = 2 \sqrt{\Pi} \) and for any small \( \epsilon > 0 \) we can take \( C_1 = 1 - \epsilon \) when \( n \) is sufficiently large.
where $c_1$ decreasing in absolute value. So Theorem 3.3. Here, $k_i = n - 1$, for each $i \in [d]$. So $A = \frac{d}{3}(n^2 - 1)$ and $\tau = n^d$. Also, $s = l^*(n, d)$. The claim follows readily.

We now give the exact formula for $l^*(n, d)$ together with an asymptotic formula for it. Though the leading coefficient of the asymptotic formula does not have a closed form expression, we can bound it using Corollary 3.4. We need the following routine estimation of binomial coefficients. Recall that if $x$ is a real number and $k$ is an integer then $\binom{x}{k} := \frac{x(x-1)\cdots(x-k+1)}{k!}$.

**Lemma 3.5** Let $k$ be a positive integer and $N, m$ real numbers such that $N > \max\{k^2, mk\}$. We have $\frac{N^k}{k!} (1 - \frac{k^2}{N}) \leq \frac{N^k}{k!} (1 + \frac{2mk}{N})$.

**Proof.** For the lower bound, we have $\frac{N^k}{k!} \frac{(N+m)^k}{k!} > \frac{(N+m-k)^k}{k!} > \frac{(N-k)^k}{k!} = (1 - \frac{k}{N})^k$. Since $N > k^2$, it is straightforward to verify that the terms in the expansion of $(1 - \frac{k}{N})^k$ are decreasing in absolute value. So $\frac{(N+m)}{k!} > 1 - k \frac{k}{N} = 1 - k^2 \frac{N}{k}$.

For the upper bound, we have $\frac{(N+m)}{k!} \frac{N^k}{k!} < \frac{(N+m)^k}{k!} = \frac{(N+m)^k}{k!} = (1 + \frac{m}{N})^k$. Since $(1 + \frac{1}{2})^x < e$ when $x > 0$, we have $(1 + \frac{m}{N})^\frac{N}{m} < e$ and hence $(1 + \frac{m}{N})^k < e^{mk}$. Since $N > mk, \frac{mk}{N} < 1$. Since $e^x < 1 + 2x$ when $0 < x < 1$, we have $e^{\frac{mk}{N}} < 1 + 2\frac{mk}{N}$. Therefore, $\frac{(N+m)}{k!} \frac{N^k}{k!} < 1 + \frac{2mk}{N}$.

**Theorem 3.6** Let $n, d, r$ be positive integers. We have $l(n, d, r) = \Sigma_{j=0}^{\infty} (-1)^j \binom{d}{j} \binom{r-jn+d-1}{d-1}$.

Hence,

$$l^*(n, d) = \Sigma_{j=0}^{\lfloor \frac{d}{2} \rfloor} (-1)^j \binom{d}{j} \left( \frac{\lfloor \frac{d-2j}{2} \rfloor + \frac{d}{2}}{d-1} - 1 \right).$$

We have $l^*(n, 1) = 1, l^*(n, 2) = 2$. For fixed $d \geq 3$, as $n \rightarrow \infty$, we have

$$l^*(n, d) = c(d)n^{d-1} + O(n^{d-2}),$$

where $c(d)$ is a constant depending on $d$, given by

$$c(d) = \Sigma_{j=0}^{d/2} (-1)^j \binom{d}{j} \frac{(d-2j)^{d-1}}{2^{d-1}(d-1)!}.$$ 

Also, $\frac{1}{2\sqrt{d}} \leq c(d) \leq \frac{2\sqrt{\pi}}{\sqrt{d}}$.

**Proof.** By prior discussion, $l(n, d, r)$ is the number of integer solutions to $x_1 + x_2 + \cdots + x_d = r$ with $0 \leq x_i \leq n - 1$ for each $i \in [d]$. For fixed $n, d$, the generating function for $l(n, d, r)$ is

$$g(x) = (1 + \cdots + x^{n-1})^d = \left( \frac{1 - x^n}{1 - x} \right)^d = (1 - x^n)^d \left( \frac{1}{1 - x} \right)^d.$$
As \( l(n, d, r) \) equals coefficient of \( x^r \) in the above expansion, we have

\[
l(n, d, r) = \sum_{j=0}^{d} (-1)^j \binom{d}{j} \left( r - jn + d - 1 \right).
\]

(1)

By Proposition 3.2, \( l^*(n, d) = l(n, d, \lfloor \frac{(n-1)d}{2} \rfloor) \). Setting \( r = \lfloor \frac{(n-1)d}{2} \rfloor \) in the expression above for \( l(n, d, r) \), we have

\[
l^*(n, d) = \sum_{j=0}^{d} (-1)^j \binom{d}{j} \left( \frac{\lfloor \frac{(d-2)j}{2} \rfloor + \frac{d}{2} - 1}{d-1} \right).
\]

(2)

Now, for fixed \( d \), we study the asymptotic behavior of \( l^*(n, d) \) as a function of \( n \). Fix \( j \) with \( d - 2j > 0 \). Let \( N = \frac{(d-2)jn}{2} \) and \( m = (\lfloor \frac{(d-2)j}{2} \rfloor + \frac{d}{2} - 1) - N \). Then \( m \leq d/2 \). For sufficiently large \( n \), since \( d \) is fixed, we have \( N > \max\{ (d-1)^2, m(d-1) \} \). Applying Lemma 3.5, we have

\[
\left| \left( \frac{N + m}{d-1} \right) - \frac{N^{d-1}}{(d-1)!} \right| \leq c_j N^{d-2} = c'_j n^{d-2},
\]

(3)

where \( c_j \) and \( c'_j \) are constants depending only on \( d \). Since

\[
\frac{N^{d-1}}{(d-1)!} = \frac{(d - 2j)^{d-1}}{2^{d-1}(d-1)!} \cdot n^{d-1},
\]

we can rewrite (3) as

\[
\left| \left( \frac{\lfloor \frac{(d-2)j}{2} \rfloor + \frac{d}{2} - 1}{d-1} \right) - \frac{(d - 2j)^{d-1}}{2^{d-1}(d-1)!} \cdot n^{d-1} \right| \leq c'_j n^{d-2}.
\]

So,

\[
l^* = \sum_{j=0}^{d} (-1)^j \binom{d}{j} \left( \frac{\lfloor \frac{(d-2)j}{2} \rfloor + \frac{d}{2} - 1}{d-1} \right)
\]

\[
= \sum_{j=0}^{\lfloor \frac{d}{2} \rfloor} (-1)^j \binom{d}{j} \cdot \frac{(d - 2j)^{d-1}}{2^{d-1}(d-1)!} \cdot n^{d-1} + O(n^{d-2}).
\]

Let \( c(d) = \sum_{j=0}^{\lfloor \frac{d}{2} \rfloor} (-1)^j \binom{d}{j} \frac{(d-2j)^{d-1}}{2^{d-1}(d-1)!} \). We have \( l^*(n, d) = c(d)n^{d-1} + O(n^{d-2}) \). Note that \( c(d) \) is a constant depending only on \( d \) and by Corollary 3.4. \( \frac{1}{\sqrt{2d}} \leq c(d) \leq \frac{2\sqrt{11}}{\sqrt{d}} \).

Next, we prove a fact about the function \( l(n, d, r) \) that is crucial to establishing our lower bound on the edge-bandwidth of \( P_n^d \). We show that for all \( r \) relatively close to \( \lfloor \frac{(n-1)d}{2} \rfloor \) and \( \lfloor \frac{(n-1)d}{2} \rfloor \), \( l(n, d, r) \) is close to the maximum value \( l^*(n, d) \).

**Lemma 3.7** Let \( n, d \) be positive integers and \( r \) an integer. If \( |r - \frac{(n-1)d}{2}| = t, \) where \( 0 \leq t \leq \lfloor \frac{n}{2} \rfloor - 1 \), then \( l(n, d, r) \geq (1 - \frac{t}{n}) l^*(n, d) \).
Proof. Let $K = (n-1)d$ and $M = \lfloor \frac{K}{t} \rfloor$. By Proposition 3.2, $l^*(n, d) = l(n, d, M)$. For convenience, let $f(j) = l(n, d - 1, j)$. By Proposition 3.1,
$$l^*(n, d) = l(n, d, M) = \sum_{i=M-(n-1)}^{M} f(i).$$

Let $K' = (n-1)(d-1)$, $M' = \lfloor \frac{K'}{2} \rfloor$ and $M'' = \lfloor \frac{K'}{2} \rfloor$. We have $M'' = M'$ if $K'$ is even and $M'' = M' + 1$ if $K'$ is odd. By Proposition 3.2 $f(i)$ is unimodal and symmetric on $\{0, 1, \ldots, K'\}$ and has its maximum value at $i = M'$ and at $i = M''$. By the symmetry of $f(i)$ we have $f(M' - x) = f(M' + x)$ for any $x \in \{0, 1, \ldots, M'\}$. Furthermore, we have for any $x, y \in \{0, 1, \ldots, M'\}$ with $x \geq y$, $f(M' - x) \leq f(M' - y)$. Note that $M' - M'' = \lfloor \frac{n-1}{2} \rfloor$ or $\lfloor \frac{n-1}{2} \rfloor$. So $M'$ is at the center of the interval $[M - (n-1), M]$ of integers. Fix $t$ with $1 \leq t \leq \lfloor \frac{n-1}{2} \rfloor - 1$. Our goal is to show that $l(n, d, M + t) \geq (1 - \frac{t}{n}) \cdot l^*(n, d)$ and $l(n, d, M - t) \geq (1 - \frac{t}{n}) \cdot l^*(n, d)$. Let $I_1$ denote the interval $[M - (n-1) + t, M - (n-1) + (t-1)]$ of integers, and $I_2$ the interval $[M - (n-1) - t, M - t]$ of integers. Let $I_3$ denote the interval $[M - t + 1, M]$. We have
$$l^*(n, d) = l(n, d, M) = \sum_{i \in I_1 \cup I_2 \cup I_3} f(i).$$

Claim 1. For each integer $i \in I_1$ and integer $j \in I_2$, $f(i) \leq f(j)$.

Proof of Claim 1. By the symmetry and unimodality of $f(i)$, it suffices to show that $M' - i \geq j - M''$, or equivalently $M' + M'' \geq i + j$. We have by the definition of $M'$ and $M''$ that $M' + M'' = K' = (n-1)(d-1)$. On the other hand, $i + j \leq M - (n-1) + (t-1) + M - t = 2M - n \leq (n-1)d - n < K'$. So, $M' + M'' \geq i + j$ clearly holds.

Claim 2. For each $j$ with $0 \leq j \leq t - 1$, $f(M - (n-1) + j) \leq f(M - j)$.

Proof of Claim 2. It suffices to show that $M' - [M - (n-1) + j] \geq M - j - M''$ or equivalently, $M' + M'' \geq 2M - (n-1)$. By the definitions of $M$, $M'$ and $M''$, this inequality is equivalent to $(n-1)(d-1) \geq 2\lfloor \frac{(n-1)d}{2} \rfloor - (n-1)$, which clearly holds.

The interval $I_1$ contains $t$ integers, the interval $I_2$ contains $n-2t$ integers, and the interval $I_3$ contains $t$ integers. Let $A = \sum_{i \in I_1} f(i)$, $B = \sum_{i \in I_2} f(i)$, and $C = \sum_{i \in I_3} f(i)$. Then $A + B + C = l^*(n, d)$. By Claim 2, we have $A \leq C$. By Claim 1, we have $A \leq \frac{t}{n-2t} B$. Hence $A \leq \frac{t}{n}(A + B + C)$, or $(B + C) \geq (1 - \frac{t}{n})(A + B + C)$. That is,

$$\sum_{i=M-(n-1)+t}^{M} f(i) \geq (1 - \frac{t}{n}) \cdot l^*(n, d).$$

Now, we have
$$l(n, d, M + t) = \sum_{i=M-(n-1)+t}^{M} f(i) \geq \sum_{i=M-(n-1)+t}^{M} f(i) \geq (1 - \frac{t}{n}) \cdot l^*(n, d).$$

By a similar argument, one can show that $l(n, d, M - t) \geq (1 - \frac{t}{n}) \cdot l^*(n, d)$. This completes the proof.

4 The edge-bandwidth of a multidimensional grid

Bollobás and Leader [7] solved the vertex isoperimetric problem in grids. We will use their result to obtain asymptotically tight bounds on the edge-bandwidth of a multidimensional grids. Our result extends that of Balogh et al. on 2-dimensional grids to grids of any dimension.
Definition 4.1 The simplicial order on $V(P_n^d)$ is defined by $x < y$ if either $wt(x) < wt(y)$ or $wt(x) = wt(y)$ and $x_s > y_s$, where $s = \min\{t : x_t \neq y_t\}$.

Bollobás and Leader [7] showed that for any $k$, with $0 \leq k \leq |V(P_n^d)|$, the initial segment of length $k$ in the simplicial order has the smallest boundary among all sets of $k$ vertices. For each $r$ with $0 \leq r \leq (n-1)d$, let $B(n,d,r) = \{x \in V(P_n^d) : wt(x) \leq r\}$. In other words, $B(n,d,r) = \bigcup_{j=0}^r L(n,d,j)$. Note that each edge in $P_n^d$ has one endpoint in $L(n,d,r)$ and the other endpoint in $L(n,d,r+1)$ for some $r$.

Theorem 4.2 (Vertex isoperimetric inequality in the grid) [7] Let $A \subseteq V(P_n^d)$ and let $C$ be the initial segment of length $|A|$ in the simplicial order on $V(P_n^d)$. Then $|N(A)| \geq |N(C)|$. In particular, if $|A| \leq |B(n,d,r)|$ then $|N(A)| \geq |B(n,d,r+1)|$. Also, for all $q \geq 1$ we have $|N(\leq q)(A)| \geq |B(n,d,r+q)|$.

Definition 4.3 Let $G$ be a graph on $n$ vertices. Let $\sigma : x_1 < x_2 < \cdots < x_n$ be a linear order on $V(G)$. The labeling $f$ of $V(G)$ satisfying $f(x_i) = i$ is the vertex labeling of $V(G)$ induced by $\sigma$.

Lemma 4.4 Let $G = P_n^d$. Let $f$ be the labeling of $V(G)$ induced by the simplicial order on $G$. For every $uv \in E(G)$, we have $|f(u) - f(v)| \leq l^*(n,d) + 2l^*(n,d-1) - 1$.

Proof. Without loss of generality, suppose $wt(u) = r$ and $wt(v) = r+1$. Let $A = \{x \in L(n,d,r) : f(x) > f(u)\}$, $B = \{x \in L(n,d,r+1) : f(x) < f(v)\}$ and $C = \{x \in L(n,d,r+1) : f(x) > f(v)\}$. Let $a = |A|, b = |B|, c = |C|$. Then

$$|f(u) - f(v)| = a + b + 1 \quad \text{and} \quad b + c + 1 = l(n,d,r+1).$$

Suppose $u = \langle u_1, u_2, \ldots, u_d \rangle$ and $v = \langle v_1, v_2, \ldots, v_d \rangle$. Since $uv \in E(G)$ and $wt(v) = wt(u)+1$, there exists $j \in [d]$ such that $v_j = u_j+1$ and $v_i = u_i$ for all $i \in [d] - j$. By our definition of $A$, vertices in $A$ all have their first coordinate at most $u_1$. Let $A_1 = \{x \in A : x_1 = u_1 \text{ or } u_1 - 1\}$ and let $A_2 = \{x \in A : x_1 \leq u_1 - 2\}$. We have $A = A_1 \cup A_2$. Since there are at most $l^*(n,d-1) - 1$ vertices other than $u$ that have $u_1$ in the first coordinate and there are at most $l^*(n,d-1)$ vertices that have $u_1 - 1$ in the first coordinate, $|A_1| \leq 2l^*(n,d-1) - 1$.

For each $x \in A_2$, let $g(x) = \langle x_1 + 1, x_2, \ldots, x_d \rangle$. It is easy to see that $g$ is an injection of $A_2$ into $L(n,d,r+1)$. Furthermore, for each $x \in A_2$, since $x_1 + 1 < v_1 \leq v_1$, we have $f(g(x)) > f(v)$ by the definition of the simplicial order. So $g(x) \in C$. Thus, $|A_2| \leq c$ and $a = |A| = |A_1| + |A_2| \leq 2l^*(n,d-1) - 1 + c$. Now, we have

$$|f(u) - f(v)| = a + b + 1 \leq 2l^*(n,d-1) - 1 + c + b + 1 \leq 2l^*(n,d-1) - 1 + l(n,d,r+1) \leq l^*(n,d) + 2l^*(n,d-1) - 1.$$
Theorem 4.5  Let \( d \) be a fixed positive integer. For all positive integers \( n \) we have
\[
B'(P^d_n) \leq d[l^*(n,d) + 2l^*(n,d-1)] = c(d)dn^{d-1} + O(n^{d-2}),
\]
where \( c(d) \) is defined as in Theorem 3.6.

Proof. First, we define a digraph \( H \) from \( G = P^d_n \) by orienting each edge \( xy \) from \( x \) to \( y \) if \( x < y \) in the simplicial order. For each vertex \( x \), let \( E^+(x) \) denote the set of out-edges from \( x \). Note that \(|E^+(x)| \leq d\) for each \( x \). We define a labeling \( g \) of \( E(H) \) (and of \( E(G) \)) using \( 1,2,\ldots,|E(H)| \) as follows. Suppose the vertices are \( u_1,u_2,\ldots \) where \( u_1 < u_2 < \cdots \) in the simplicial order. Starting with 1 we assign the first \(|E^+(u_1)|\) consecutive labels to \( E^+(u_1) \), then the next \(|E^+(u_2)|\) consecutive labels to \( E^+(u_2) \), and so on. Let \( e = u_iu_j \) and \( e' = u_ju_k \) be two incident edges in \( G \) at the vertex \( u_j \). We consider three cases depending on how \( e \) and \( e' \) are oriented.

Case 1. \( i < j < k \) or \( i > j > k \)

By symmetry, we may assume \( i < j < k \). Then we have \( wt(u_i) = r - 1, wt(u_j) = r, wt(u_k) = r + 1 \) for some \( r \). By Lemma 4.4, \( j - i \leq l^*(n,d) + 2l^*(n,d-1) + 1 \). Note that \( e \in E^+(u_i) \) and \( e' \in E^+(u_j) \). By our definition of \( g \), we have \( |g(e') - g(e)| \leq |\bigcup_{l=1}^{k} E^+(u_t)| \leq d(j - i + 1) \leq d(l^*(n,d) + 2l^*(n,d-1)) \).

Case 2. \( i < j \) and \( j > k \)

In this case, we have \( wt(u_i) = wt(u_k) = r - 1 \) and \( wt(u_j) = r \) for some \( r \). In particular, \(|k - i| \leq l(n,d,r - 1) - 1 \leq l^*(n,d) - 1 \). Also, \( e \in E^+(u_i) \) and \( e' \in E^+(u_k) \). Without loss of generality, suppose \( i < k \). By our definition of \( g \), we have \( |g(e') - g(e)| \leq \bigcup_{l=1}^{k} E^+(u_t) \leq d|k - i + 1| \leq dl^*(n,d) \leq d(l^*(n,d) + 2l^*(n,d-1)) \).

Case 3. \( i > j \) and \( k > j \)

In this case, \( e,e' \in E^+(u_j) \), and \( |g(e) - g(e')| \leq d < d(l^*(n,d) + 2l^*(n,d-1)) \).

We have shown that \( |g(e) - g(e')| \leq d(l^*(n,d) + 2l^*(n,d-1)) \) for every pair of incident edges \( e,e' \) in \( G \). This yields \( B'(G) \leq B'(g,G) \leq d(l^*(n,d) + 2l^*(n,d-1)) \). Using \( l^*(n,d) = c(d)n^{d-1} + O(n^{d-2}) \), we get \( B'(G) \leq c(d)dn^{d-1} + O(n^{d-2}) \).

We now derive a lower bound on \( B'(P^d_n) \) that matches the upper bound in Theorem 4.5 asymptotically when \( d \) is fixed and \( n \to \infty \). Our proof is based on the method used by Calamoneri et al. [8] and Balogh et al. [5]. We need an easy lemma.

Lemma 4.6  Let \( n, d \) be positive integers. Let \( A \subseteq V(P^d_n) \). Then there are at least \( d|A| - dn^{d-1} \) edges incident to \( A \) in \( P^d_n \). Also, \( |E(P^d_n)| = dn^d - dn^{d-1} \).

Proof. The graph \( P^d_n \) is a spanning subgraph of \( C^d_n \), the \( d \)-fold cartesian product of \( C_n \). We can think of obtaining \( C^d_n \) from \( P^d_n \) by adding edges of the form \( uv \), where \( u = (u_1, u_2, \ldots, u_d) \) and \( v = (v_1, v_2, \ldots, v_d) \) satisfy that \( u_i = 0, v_i = n - 1 \) or \( u_i = n - 1, v_i = 0 \) for some \( i \in [d] \) and \( u_j = v_j \) for all \( j \in [d] - \{i\} \). It is easy to see that there are \( dn^{d-1} \) such edges. Since \( C^d_n \) is \( 2d \)-regular. We have \( E(P^d_n) = E(C^d_n) - dn^{d-1} = dn^d - dn^{d-1} \).
In $C_n^d$, since each vertex has degree $2d$, there are at least $2d|A|/2 = d|A|$ edges incident to $A$. So in $P_n^d$, there are at least $d|A| - dn^{d-1}$ edges incident to $A$.

**Theorem 4.7** Let $d \geq 2$ be a fixed positive integer. Then

$$B'(P_n^d) \geq dl^*(n, d)(1 - o(1)) = c(d)dn^{d-1} + \Omega(n^{d-\frac{3}{2}}).$$

**Proof.** Throughout the proof, whenever necessary, we assume that $n$ is sufficiently large. Let $g$ be an edge-labeling of $G = P_n^d$ with $B'(g, G) = B'(G)$. Let $S$ denote the set of edges receiving labels $1, 2, \ldots, |E(G)|/2$. We color the edges in $S$ red and the rest of the edges white.

Let us call a vertex *red* if all of its incident edges are red, a vertex *white* if all of its incident edges are white, a vertex *mixed* if it is incident to both red edges and white edges. Let $R$ denote the set of red vertices, $W$ the set of white vertices, and $M$ the set of mixed vertices. We consider two cases. For convenience, let $l^* = l^*(n, d)$.

**Case 1.** $|M| \geq 5l^*$

Call a vertex $v$ *bad* if $d(v) \leq 2d - 3$. Let $D$ denote the set of bad vertices in $G$. If $v = \langle v_1, v_2, \ldots, v_d \rangle$ is bad, then it has a 0 or $n - 1$ in at least three of the $d$ coordinates. So $|D| \leq \left(\frac{d}{3}\right)^22^{d-3} < 2d^3n^{d-3}$. By Corollary 3.4, when $n$ is sufficiently large, we have $l^* \geq \frac{1}{2\sqrt{d}}n^{d-1} > 2d^3n^{d-3} > |D|$. Hence, $|M - D| \geq 5l^* - l^* = 4l^*$. Each vertex in $M - D$ has degree at least $2d - 2$. So the total number of edges incident to $M$ is at least $(2d - 2)|M - D|/2 = (d - 1)|M - D| \geq 4(d - 1)l^* \geq 2dl^*$, since $d \geq 2$.

Let $E(M)$ denote the set of edges in $G$ incident to $M$. We have $|E(M)| \geq 2dl^*$. So, either $|E(M) \cap (E - S)| \geq dl^*$ or $|E(M) \cap S| \geq dl^*$. Note that $E(M) \cap (E - S) \subseteq \partial(S)$ and $E(M) \cap S \subseteq \partial(E - S)$. Hence, we have either $|\partial(S)| \geq dl^*$ or $|\partial(E - S)| \geq dl^*$. By Proposition 6.8, we have $B'(g, G) \geq dl^* = c(d)dn^{d-1} + O(n^{d-2})$.

**Case 2.** $|M| < 5l^*$

We have $|R| + |M| + |W| = n^d$. Hence, either $|R| < n^d/2$ or $|W| < n^d/2$. Without loss of generality, we may assume that $|R| < n^d/2$; otherwise we switch $S$ with $E - S$ and hence $R$ with $W$. Let $H = G[R \cup M]$ denote the subgraph of $G$ induced by $R$ and $M$. Note that $S \subseteq E(H)$. Hence, $|S| \leq |E(H)| \leq 2d(|R| + |M|)/2 = d(|R| + |M|)$. On the other hand, $|S| = |E(G)|/2 \geq (1/2)(dn^d - dn^{d-1})$. So, we have

$$d(|R| + |M|) \geq |S| \geq \frac{1}{2}dn^d - \frac{1}{2}dn^{d-1}.$$

From this we get

$$|R| + |M| \geq \frac{1}{2}n^d - \frac{1}{2}n^{d-1}.$$

So,

$$|R| \geq \frac{1}{2}n^d - \frac{1}{2}n^{d-1} - |M| \geq \frac{1}{2}n^d - \frac{1}{2}n^{d-1} - 5l^*.$$

By Corollary 3.4, for sufficiently large $n$ we have $l^* \geq \frac{1}{2\sqrt{d}}n^{d-1}$. Hence, $\frac{1}{2}n^{d-1} \leq \sqrt{d}l^*$ and $|R| \geq \frac{1}{2}n^d - \sqrt{d}l^* - 5l^* \geq \frac{1}{2}n^d - (d + 5)l^*$. We have

$$\frac{1}{2}n^{d-1} - (d + 5)l^* < |R| < \frac{1}{2}n^{d-1}$$

(4)
Since \( l(n, d, j) \) is symmetric on \([0, d(n - 1)]\) and \( \Sigma_{j=0}^{d(n-1)} l(n, d, j) = |V(G)| = n^d \), we have
\[
\sum_{j=0}^{(n-1)d} l(n, d, j) \leq \frac{1}{2} n^d \leq \sum_{j=0}^{(n-1)d} l(n, d, j). \tag{5}
\]
For convenience, let \( M = \lfloor \frac{(n-1)d}{2} \rfloor \). By Lemma 3.7, \( l(n, d, M - t) \geq (1 - \frac{t}{n})^* \), for \( t \in [0, \lfloor \frac{n}{2} \rfloor - 1] \). Let \( n \) be sufficiently large so that \( n > \left( \frac{d+7}{2} \right) \). We have
\[
\sum_{t=1}^{d+6} l(n, d, M - t) \geq \sum_{t=1}^{d+6} (1 - \frac{t}{n})^* = (d + 6)^* - \frac{(d+7)^*}{n} \geq (d + 5)^*. \tag{6}
\]
By (5) and (6), we have \( \sum_{j=0}^{M-d-7} l(n, d, j) \leq |R| \leq \sum_{j=0}^{M} l(n, d, j) \). In other words,
\[
|B(n, d, M - d - 7) < |R| < |B(n, d, M + 1)|. \tag{7}
\]
Therefore, we have \( |B(n, d, r)| \leq |R| < |B(n, d, r + 1)| \) for some \( r \in [M - d - 7, M + 1] \).

Let \( q = \lfloor \sqrt{n} \rfloor - 1 \). We may assume that \( n \) is sufficiently large so that \( q \geq d + 7 \). Let \( A \) be a subset of \( R \) with \( |A| = |B(n, d, r)| \). By Theorem 4.2, \( |N^{(\leq q)}(A)| \geq |B(n, d, r + q)| \). Since \( N^{(\leq q)}(A) \subseteq N^{(\leq q)}(R) \), we have \( |N^{(\leq q)}(R)| \geq |B(n, d, r + q)| \). Hence,
\[
|\partial^{(\leq q)}(R)| = |N^{(\leq q)}(R)| - |R| \geq |B(n, d, r + q)| - |B(n, d, r + 1)| = \sum_{j=2}^{q} l(n, d, r + j). \tag{8}
\]
For each \( j \in [r + 2, r + q] \), we have \( j \in [M - d - 7, M + q + 1] \). Since \( j - M \leq q + 1 \), by Lemma 3.7,
\[
l(n, d, j) \geq (1 - \frac{q + 1}{n})^* \geq (1 - \frac{\lfloor \sqrt{n} \rfloor}{n})^* \geq (1 - \frac{1}{\sqrt{n}})^* \).
\]
Hence,
\[
|\partial^{(\leq q)}(R)| \geq \sum_{j=2}^{q} l(n, d, r + j) \geq (q - 1)(1 - \frac{1}{\sqrt{n}})^* \).
\]
Let \( E(\partial^{(\leq q)}(R)) \) denote the set of edges incident to \( \partial^{(\leq q)}(R) \). By Lemma 4.6,
\[
|E(\partial^{(\leq q)}(R))| \geq \frac{d|\partial^{(\leq q)}(R)|}{dn^{d-1} - 1}.
\]
Finally, note that \( E(\partial^{(\leq q)}(R)) \subseteq \partial^{(\leq q+1)}(S) \). Applying Proposition 2.2 to the line graph \( L(G) \), we have
\[
B'(g, G) \geq \frac{|\partial^{(\leq q+1)}(S)|}{(q + 1)} \geq \frac{|E(\partial^{(\leq q)}(R))|}{(q + 1)} \geq \left( \frac{d|\partial^{(q)}(R)|}{dn^{d-1}} \right) / (q + 1) \geq d \left[ (q - 1)(1 - \frac{1}{\sqrt{n}}) \right] / (q + 1) - dn^{d-1} / (q + 1) = dl^* \left( \frac{\sqrt{n} - 2}{\sqrt{n}} \right) \left( 1 - \frac{1}{\sqrt{n}} \right) + O(n^{d-\frac{3}{2}}) \quad \text{(using } q = \sqrt{n} - 1) \]
\[
= c(d)dn^{d-1} + O(n^{d-\frac{3}{2}}). \quad \text{(by Theorem 3.6)}
\]
5 Edge-bandwidth of the Hamming graph I: upper bound

In this section we derive an upper bound on $B'(K_n^d)$. We view any vertex $x$ in $K_n^d$ as an $n$-ary $d$-string $x = \langle x_1, x_2, \ldots, x_d \rangle$, where $\forall i \ x_i \in \{0, 1, \ldots, n-1\}$. Two vertices $x = \langle x_1, x_2, \ldots, x_d \rangle$ and $y = \langle y_1, y_2, \ldots, y_d \rangle$ are adjacent in $K_n^d$ if and only if the two strings differ in precisely one coordinate. As in Section 4, for each $x = \langle x_1, x_2, \ldots, x_d \rangle$, we define the weight of $x$ as $wt(x) = x_1 + x_2 + \ldots + x_d$. Note that when $n = 2$, $K_n^d$ is just the $d$-dimensional hypercube $Q_d$ and for each vertex $x$, $wt(x)$ is the number of 1’s in the binary string that represents $x$.

The edge-bandwidth $B'(Q_d)$ was asymptotically determined by Balogh, Mubayi, and Pluhár [5] while the vertex bandwidth $B(Q_d)$ was completely determined by Harper in his paper [12]. We will combine the labelings used in these results to design a labeling that yields an upper bound on $B'(K_n^d)$. Let us recall the labelings used in [5] and [12].

**Definition 5.1** The vertex-Hales numbering of $V(Q_d)$ is a bijection $h : V(Q_d) \rightarrow \{1, 2, \ldots, 2^d\}$ such that $h(x) < h(y)$ if either $wt(x) < wt(y)$ or $wt(x) = wt(y)$ and $x_s > y_s$, where $s = \min\{t : x_t \neq y_t\}$.

Note that in Section 4, we called a similar ordering on $V(P_n^d)$ the simplicial order. Harper showed that the vertex-Hales numbering achieves the vertex bandwidth for $Q_d$.

**Theorem 5.2** [12] Let $h$ be the vertex-Hales numbering of $Q_d$. Then

$$B(Q_d) = B(h) = \Sigma_{k=0}^{d-1} \binom{k}{\lfloor k/2 \rfloor} = (1 + o(1)) \binom{d}{\lfloor d/2 \rfloor}.$$ 

The last equality used standard estimates of binomial coefficients. Next we describe the labeling used by Balogh, Mubayi, and Pluhár in establishing an asymptotically tight upper bound on $B'(Q_d)$. For convenience, we will call this numbering the edge-Hales numbering.

**Definition 5.3** [5] The edge-Hales numbering of $Q_d$ is a bijection $f : E(Q_d) \rightarrow \{1, 2, \ldots, d2^{d-1}\}$ such that for any two edges $vw$ and $xy$ where $wt(w) = wt(v) + 1$ and $wt(y) = wt(x) + 1$ we have $f(vw) < f(xy)$ if either (1) $h(v) < h(x)$ or (2) $v = x$ and $h(w) < h(y)$.

**Theorem 5.4** [5] Let $f$ denote the edge-Hales labeling of $Q_d$. Then

$$\left(\frac{d}{2} + o(d)\right) \binom{d}{\lfloor d/2 \rfloor} \leq B'(Q_d) \leq B'(f) \leq \left(\frac{d}{2} + o(d)\right) \binom{d}{\lfloor d/2 \rfloor}.$$

Now, we combine the two numberings mentioned above to obtain a total numbering on $V(Q_d) \cup E(Q_d)$, which we will call the mixed-Hales numbering of $Q_d$. This numbering is produced by the following algorithm.
Algorithm 5.5 (The mixed-Hales numbering $m$ of $Q_d$)

**Input:** The $d$-dimensional hypercube $Q_d$.

**Output:** A bijection $m: V(Q_d) \cup E(Q_d) \rightarrow \{1, 2, \ldots, 2^d + d2^{d-1}\}$.

**Initialization:**

1. Denote the edges of $Q_d$ by $e_i, 1 \leq i \leq d2^{d-1}$, according to the edge-Hales numbering $f$ of $Q_d$. That is, $e_i$ is the edge $e$ with $f(e) = i$.
2. Let $m(0^d) = 1$, where $0^d$ denotes the all 0 string of length $d$.
3. For all $i, 1 \leq i \leq d2^{d-1}$, let $m(e_i) = i + 1$.
4. Set $i = 1$.

**Iteration:**

5. Suppose $e_i = xy$, where $wt(y) = wt(x) + 1$. If $m(y)$ is not yet defined, then
   (5a) Let $m(y) = m(e_i) + 1$;
   (5b) For all $j > i$, let $m(e_j) = m(e_j) + 1$.
6. Let $i = i + 1$.
7. If $i = d2^{d-1} + 1$, terminate; otherwise go to step (5).

Intuitively speaking, to obtain the mixed-Hales numbering we process the edges one by one in increasing order of edge-Hales label. The algorithm gives a vertex $y$ an $m$-label at the earliest opportunity, as soon as we process the first edge in the edge-Hales numbering incident to $y$. See Figure 1 for the mixed-Hales labeling of $Q_3$.

Next, we summarize some useful facts about mixed-Hales numbering in the following proposition. In particular, we see that the ordering on $V(Q_d)$ and the ordering on $E(Q_d)$ inherited from the mixed-Hales numbering $m$ of $Q_d$ are precisely the vertex-Hales numbering $h$ and the edge-Hales numbering $f$ of $Q_d$, respectively.
Proposition 5.6 Let $h, f, m$ denote the vertex-Hales, edge-Hales, and mixed-Hales numberings of $Q_d$, respectively. Let $0^d$ denote the all 0 string of length $d$ and $1^d$ the all 1 string of length $d$. For each vertex $x \in V(Q_d) - \{0^d, 1^d\}$, let $x^-$ denote the neighbor of $x$ with smallest $h$ label and $x^+$ the neighbor of $x$ with largest $h$ label. Then

1. For each vertex $x \in V(Q_d) - \{0^d, 1^d\}$, the string representing $x^-$ is obtained from the string for $x$ by flipping the rightmost 1 to a 0 and the string representing $x^+$ is obtained from the string for $x$ by flipping the rightmost 0 to a 1.

2. For each vertex $x \in V(Q_d) - \{0^d, 1^d\}$, among the edges incident to $x$, $xx^-$ has the smallest $m$ label and $xx^+$ has the largest $m$ label. Hence, in particular, $m(x) = m(xx^-) + 1$.

3. For any two edges $e, e'$ in $Q_d$, if $f(e) < f(e')$ then $m(e) < m(e')$.

4. For any two edges $vw, xy$ in $Q_d$, where $wt(w) = wt(v) + 1$ and $wt(y) = wt(x) + 1$, $m(vw) < m(xy)$ if and only if either $h(v) < h(x)$ or $v = x$ and $h(w) < h(y)$.

5. For any two vertices $x, y \in V(Q_d) - \{0^d, 1^d\}$, if $h(x) < h(y)$, then $h(x^-) \leq h(y^-)$ and $h(x^+) \leq h(y^+)$.

6. For any two vertices, $x, y$ in $Q_d$, if $h(x) < h(y)$ then $m(x) < m(y)$.

Proof. Part 1 follows immediately from the definition of the vertex-Hales numbering (Definition 5.1). Parts 2 and 3 follow immediately from Algorithm 5.5. Part 4 follows from the definition of the edge-Hales numbering (Definition 5.3) and Part 3.

To prove Part 5, suppose $h(x) < h(y)$. Since $h(x) < h(y)$, we have $wt(x) \leq wt(y)$. If $wt(x) < wt(y)$, then $wt(x^-) < wt(y^-)$ and $h(x^-) < h(y^-)$ hold trivially. So we may assume that $wt(x) = wt(y)$. By Part 1, the string representing $x^-$ is obtained from the string representing $x$ by flipping the rightmost 1 in $x$ to 0 and the string for $y^-$ is obtained from the string for $y$ by flipping the rightmost 1 in $y$ to 0. Let $j$ denote the smallest coordinate in which $x$ and $y$ differ. Since $h(x) < h(y)$, we have $x_j = 1$ and $y_j = 0$. Since $wt(x) = wt(y)$, if $x$ has $k$ many 1’s in coordinates $j + 1, j + 2, \ldots, d$ then $y$ should have exactly $k + 1$ many 1’s in coordinates $j + 1, j + 2, \ldots, d$. If $k \geq 1$, then clearly $h(x^-) < h(y^-)$. If $k = 0$, then $x^- = y^-$ and hence $h(x^-) = h(y^-)$. By a very similar argument, we have $h(x^+) \leq h(y^+)$. To prove Part 6, we may assume without loss of generality that $x, y \notin \{0^d, 1^d\}$. Suppose $h(x) < h(y)$. Since $m(x) = m(xx^-) + 1$ and $m(y) = m(yy^-) + 1$, to prove $m(x) < m(y)$ it suffices to prove that $m(xx^-) < m(yy^-)$. By Part 5, $h(x^-) \leq h(y^-)$. Thus, we have either $h(x^-) < h(y^-)$ or $x^- = y^-$ and $h(x) < h(y)$. By Part 4, we have $m(xx^-) < m(yy^-)$. This completes the proof.

In the next proposition, we bound the number of vertices and the number of edges whose $m$-labels lie between the $m$-labels of two incident edges.
Proposition 5.7 Let $h,f,m$ denote the vertex-Hales, edge-Hales, and mixed-Hales numberings of $Q_d$, respectively. Let $e,e'$ be two incident edges in $Q_d$, where $m(e) < m(e')$. Then there are at most $B(h) + 1$ vertices $z$ with $m(e) \leq m(z) \leq m(e')$ and there are at most $B'(f) + 1$ edges $e^*$ with $m(e) \leq m(e^*) \leq m(e')$.

Proof. By Proposition 5.6 part 2, an edge $e^*$ satisfies $m(e) \leq m(e^*) \leq m(e')$ if and only if $f(e) \leq f(e^*) \leq f(e')$. Hence, since $e$ and $e'$ are incident, there are at most $|f(e') - f(e)| + 1 \leq B'(f) + 1$ such edges $e^*$. Next, suppose $e$ and $e'$ are both incident to $x$. Let $z$ be a vertex with $m(e) \leq m(z) \leq m(e')$. If $x = 0^d$ or $1^d$, then it is easy to see that there are at most $d < B(h)$ such vertices $z$. Hence, we may assume that $x \notin \{0^d,1^d\}$. By Proposition 5.6 Part 2, $m(xx^-) \leq m(z) \leq m(xx^+)$. Since $m(x) = m(xx^-) + 1$ and $m(z) > m(xx^-)$, we have $m(z) \geq m(x)$. We show that also $m(z) \leq m(x^+)$. Suppose first that $h(z^-) > h(x)$. Then by Proposition 5.6 Part 4, $m(zz^-) > m(xx^+)$, and hence $m(z) = m(zz^-) + 1 > m(xx^+)$, a contradiction. So, we must have $h(z^-) \leq h(x)$. By Proposition 5.6 Part 5, $h((z^-)^+) \leq h(x^+)$. Since $h(z) \leq h((z^-)^+)$, we have $h(z) \leq h(x^+)$ and thus $m(z) \leq m(x^+)$. So, any vertex $z$ satisfying $m(e) \leq m(z) \leq m(e')$ must satisfy $h(x) \leq h(z) \leq h(x^+)$. There are at most $|h(x^+) - h(x)| + 1 \leq B(h) + 1$ such vertices $z$.

Lemma 5.8 Let $p,q,t$ be positive integers. Let $G$ be a graph obtained from $Q_d$ by replacing each vertex $x$ of $Q_d$ by a $t$-vertex graph $G_x$ having $p$ edges and each edge $xy$ of $Q_d$ by a set of $q$ cross edges between $V(G_x)$ and $V(G_y)$. Then $B'(G) \leq p(B(h) + 1) + q(B'(f) + 1)$, where $h,f$ denote the vertex-Hales and edge-Hales numberings of $Q_d$, respectively.

Proof. Apply Algorithm 5.5 to obtain the mixed Hales numbering $m$ of $Q_d$. List elements of $V(Q_d) \cup E(Q_d)$ in the order determined by $m$, call this list $L$. We produce a labeling $g$ of $E(G)$ as follows. Start with label 1. As we scan $L$, each time we encounter a vertex $x$, we allocate the next $p$ consecutive labels to the edges of $G_x$, and each time we encounter an edge $e = xy$, we allocate the next $q$ consecutive labels to the set of $q$ cross edges between $V(G_x)$ and $V(G_y)$.

Consider any pair of incident edges $e$ and $e'$ in $G$ with $g(e) < g(e')$. Suppose both are incident to vertex $w$, and $w$ lies in $G_x$. If $x \in \{0^d,1^d\}$, then it is easy to see that $|g(e) - g(e')| \leq p + dq < p(B(h) + 1) + q(B'(f) + 1)$. Hence we may assume that $x \notin \{0^d,1^d\}$. By our labeling scheme $|g(e) - g(e')|$ is maximum when $e$ is among the set of $q$ edges of $G$ associated with edge $xx^-$ in $Q_d$ and $e'$ is among the set of $q$ edges of $G$ associated with edge $xx^+$ in $Q_d$. By Proposition 5.7 and the definition of $g$, we have $|g(e) - g(e')| \leq p(B(h) + 1) + q(B'(f) + 1)$.

Now, we apply Lemma 5.8 to get an upper bound on $B'(K_n^d)$. For convenience, we consider only even $n$. For odd $n$, we can upper bound $B'(K_n^d)$ by $B'(K_{n+1}^d)$. We can view $K_n^d$ as being obtained from $Q_d$ by replacing each vertex of $Q_d$ with a copy of $K_{n/2}^d$ and replacing each edge of $Q_d$ by the set of edges between two neighboring copies of $K_{n/2}^d$ in $K_n^d$. More specifically, for each $x = (x_1, \ldots, x_d) \in V(Q_d)$, let $O(x)$ denote the subgraph of $K_n^d$ induced by the set of
vertices \( \{ w = (w_1, \ldots, w_d) : 0 \leq w_i \leq n/2 - 1 \text{ if } x_i = 0, n/2 \leq w_i \leq n - 1 \text{ if } x_i = 1 \} \). Then each \( O(x) \) is a copy of \( K_{n/2}^d \). For each edge \( xy \in E(Q_d) \), let \( E(O(x), O(y)) \) denote the set of edges in \( K_n^d \) having on endpoint in \( O(x) \) and the other endpoint in \( O(y) \). It is easy to see that \( |E(O(x), O(y))| = \left( \frac{n}{2} \right)^2 \left( \frac{n}{2} \right)^{d-1} = \left( \frac{n}{2} \right)^{d+1} \) for all \( xy \in E(Q_d) \). We denote this quantity by \( q(n, d) \). Applying Lemma 5.8 with \( p = c(K_{n/2}^d) \) and \( q = q(n, d) \), we have the following.

**Lemma 5.9** Let \( d \) be a positive integer and \( n \) a positive even integer. We have

\[
B'(K_n^d) \leq c(K_n^d)(B(h) + 1) + q(n, d)(B'(f) + 1).
\]

**Theorem 5.10** Let \( n \) be a fixed positive even integer. Let \( d \) be a positive integer. We have

\[
B'(K_n^d) \leq (d + o(d)) \left( \frac{d}{|d/2|} \right) n^d(n - 1) = (1 + o(1)) \sqrt{d} \frac{d}{\sqrt{2\pi}} n^d(n - 1),
\]

as \( d \to \infty \).

**Proof.** Using Lemma 5.9, Theorem 5.2, and Theorem 5.4, \( c(K_{n/2}^d) = d(n/2)^{d-1} \left( \frac{n}{2} \right) \), \( q(n, d) = \left( \frac{n}{2} \right)^{d+1} \), and \( \sum_{k=0}^{d-1} \left( k \right)_{2k} = (1 + o(1)) \left( \frac{d}{|d/2|} \right) = (1 + o(1)) \left( \frac{d}{|d/2|} \right) \left( \frac{n}{2} \right)^{d+1} \), we have

\[
B'(K_n^d) \leq \left( d \left( \frac{n}{2} \right)^d \left( \frac{n}{2} \right)^{d-1} \left( \frac{n}{2} \right) \right) \cdot \left[ 1 + \sum_{k=0}^{d-1} \left( k \right)_{2k} \right] + \left( \frac{n}{2} \right)^d \cdot \left( \frac{d}{|d/2|} \right) \cdot \left( \frac{n}{2} \right)^{d+1} \cdot \left( \frac{d}{|d/2|} \right) \cdot \left( \frac{n}{2} \right)^{d+1}.
\]

\[
= (1 + o(1)) \left( \frac{d}{|d/2|} \right) \left( \frac{n}{2} \right)^d \cdot \left( \frac{n}{2} \right)^{d-1} \left( \frac{n}{2} \right) + \left( \frac{n}{2} \right)^d \left( \frac{d}{|d/2|} \right) \cdot \left( \frac{n}{2} \right)^{d+1}.
\]

\[
= (1 + o(1)) \left( \frac{d}{|d/2|} \right) \cdot \left( \frac{n}{2} \right)^d \cdot \left( \frac{n}{2} \right)^{d-1} \cdot \left( \frac{n}{2} \right) + \left( \frac{n}{2} \right)^d \cdot \left( \frac{d}{|d/2|} \right) \cdot \left( \frac{n}{2} \right)^{d+1}.
\]

\[
= (1 + o(1)) \sqrt{d} \frac{d}{\sqrt{2\pi}} n^d(n - 1).
\]

On a historic note, the idea of blowing up each vertex of \( Q_d \) to an “orthant” subgraph \( O(x) \) of \( K_n^d \) was used by Harper in [14] in his constructive upper bound for \( B(K_n^d) \). It was independently discovered by one of us while supervising an M.A. thesis [4]. To develop a constructive upper bound on \( B'(K_n^d) \), it was natural to use this idea by labeling edges internal to orthants in blocks in the order of the vertex-Hales numbering of \( Q_d \) which achieved \( B(Q_d) \) [12]. It would also be natural to label cross edges between neighboring orthants in blocks using the edge-Hales labeling of \( Q_d \) achieving \( B'(Q_d) \) asymptotically, described earlier and originating in [5]. The difficulty lies in merging these two edge labelings. The key idea here is to notice that the edge-Hales labeling of \( Q_d \) is in some natural sense induced by the vertex-Hales numbering. This allowed us to optimally merge these two labelings using our mixed Hales labeling \( m \) of \( Q_d \).
6 Edge-bandwidth of the Hamming graph II: lower bound

In this section we establish a lower bound for $B'(K^d_n)$ which matches the upper bound of the previous section asymptotically when $n$ is even. Our technique employs a theorem of Harper giving a solution to the isoperimetric problem in $[0,1]^d$.

The approach is to look at $K^d_n$ geometrically as a $d$-dimensional box having side length 1 and so containing $n^d$ many $d$-dimensional cells of length $1/n^d$ in each dimension. More specifically, we consider the following mapping from $V(K^d_n)$ to $[0,1]^d$. For each $i \in \{0,1,\ldots,n-1\}$, let $I_i$ denote the interval $[i/n, i+1/n]$ of real numbers. For each vertex $x = \langle x_1,x_2,\ldots,x_d \rangle$ in $K^d_n$, where each $x_i \in \{0,1,\ldots,n-1\}$, let $g(x) = I_{x_1} \times I_{x_2} \times \cdots \times I_{x_d}$. Thus $g(x)$ is a $d$-dimensional cell of length $1/n^d$ in each dimension. Under this mapping, a subset $W$ of $k$ vertices in $V(K^d_n)$ then corresponds to a collection $S$ of $k$ of these cells. $S$ is a set of measure $k/n^d$ in $[0,1]^d$, the $d$-fold product of the unit interval, equipped with the Lebesque measure.

Given two points $x = \langle x_1,x_2,\ldots,x_d \rangle$ and $y = \langle y_1,y_2,\ldots,y_d \rangle$ in $[0,1]^d$, we say that $x$ and $y$ are neighbors if there exists $k \in \{1,2,\ldots,d\}$ such that $x_k \neq y_k$ but $x_i = y_i$ for all $i \neq k$. We write $x \leftrightarrow y$ if $x$ and $y$ are neighbors. Given a measurable subset $S$ of $[0,1]^d$, we define the shadow $\Phi(S)$ to be

$$\Phi(S) = \{ y \in [0,1]^d : \exists x \in S \ x \leftrightarrow y \}.$$  

We define iterated shadows of $S$ recursively as following. Let $\Phi^{(1)}(S) = \Phi(S)$. For each $l > 1$, suppose we have defined $\Phi^{(l)}(S)$, we define $\Phi^{(l+1)}(S) = \Phi(\Phi^{(l)}(S))$. Let $\Phi^{(\leq l)}(S) = \Phi^{(1)}(S) \cup \Phi^{(2)}(S) \cup \cdots \cup \Phi^{(l)}(S)$.

For a measurable subset $S$ of $[0,1]$, let $|S|$ denote its measure. The following proposition is clear from our definitions and discussions above.

**Proposition 6.1** Let $g$ be the mapping from $V(K^d_n)$ to $[0,1]^d$ defined above. Let $W$ be a subset of $V(K^d_n)$ and $l$ a positive integer with $1 \leq l \leq d$. We have $g(\partial^{(\leq l)}(W)) = \Phi^{(\leq l)}(g(W))$. Hence, $|\partial^{(\leq l)}(W)| = |\Phi^{(\leq l)}(g(W))| \cdot n^d$.

To establish a lower bound on $B'(K^d_n)$ we will need to establish a lower bound on $\partial(W)$ for any subset $W$ of $V(K^d_n)$ of a given size $k$. By Proposition 6.1, it suffices to consider the problem of minimizing $|\Phi(S)|$ over all measurable subsets $S$ of $[0,1]^d$ of a given measure. In [13], Harper showed that the problem of minimizing $|\Phi(S)|$ over all measurable subsets $S$ of $[0,1]^d$ of a given measure reduces to that of minimizing $|\Phi(S)|$ over all suitably “compressed” such subsets. He then showed using variational methods that for any given $v$, $0 \leq v \leq 1$, the smallest value of $|\Phi(S)|$ over all such subsets of measure $v$ is achieved by a “Hamming ball”, which we define as follows.

**Definition 6.2** Let $t$ be real number with $0 \leq t \leq 1$. For any binary $d$-tuple $x$ of $Q_d$, let $K(x,t)$ be the subset of $[0,1]^d$ defined by

$$K(x,t) = \{ y \in [0,1]^d : 0 \leq y_i \leq t \text{ if } x_i = 1, \text{ and } t < y_i \leq 1 \text{ if } x_i = 0, 1 \leq i \leq d \}. $$

Define the subset $HB(d,r,t)$ of $[0,1]^d$ called a Hamming ball by

$$HB(d,r,t) = \bigcup_{wt(x) \leq r} K(x,t).$$
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Note that if $x$ has weight $k$, then the measure of $K(x,t)$ is $t^k(1-t)^{d-k}$. So the measure of $HB(d,r,t)$ is $v = v(d,r,t) = \sum_{k=0}^n \binom{n}{k} t^k(1-t)^d$ and the size of its shadow is $|\Phi(HB(d,r,t))| = \left(\frac{d}{r+1}\right)r^{r+1}(1-t)^{d-r-1}$. We can now state Harper’s theorem.

**Theorem 6.3** ([13] Theorem 1) For any given $v$ with $0 \leq v \leq 1$, the minimum of $|\Phi(S)|$ over all subsets $S$ of $[0,1]^d$ of measure $v$ is achieved by some $HB(d,r,t)$ for suitable $r$ and $t$.

To make effective use of Theorem 6.3, we need to analyze $|\Phi(d,r,t)|$, motivating the definition which follows.

**Definition 6.4** Let $d,k$ be positive integers such that $k \leq d$. Let $t$ be a real number such that $0 \leq t \leq 1$. Let $\alpha(d,k,t) = \binom{d}{k} t^k(1-t)^k$.

Note that for positive integers $r \leq d-1$, $|\Phi(d,r,t)| = \alpha(d,r+1,t)$. Note also that if $X$ is a random variable drawn from the binomial distribution $BIN(d,t)$, then $v(d,k,t) = |HB(d,k,t)| = Pr(X \leq k)$ and $\alpha(d,k,t) = Pr(X = k)$.

Our general approach is again the one used in [8], [5], and the proof of Theorem 4.7. Given an optimal edge labeling of $E(K_n^d)$, we consider the set $S' \subseteq E(K_n^d)$ of size about $|E(K_n^d)|/2$ receiving the smallest labels. We then lower bound $|\partial(S')|$ or $|\partial(S)|$ for an adequate $q$. By an argument similar to the one used the proof of Theorem 4.7, lower bounding $|\partial(S')|$ is reduced to lower bounding $|\partial(S)|$ for a corresponding set $S \subseteq V(K_n^d)$ with $|S|$ near $\frac{1}{2}n^d$. This then reduces to lower bounding $|\Phi(S)|$ where $S \subseteq [0,1]^d$, with $S$ having measure near $\frac{1}{2}$. By Theorem 6.3, we need to estimate $|\Phi(HB(d,r,t))| = \alpha(d,r+1,t)$ when $v(d,r,t)$ is near $\frac{1}{2}$. In light of Lemma 7.1 [20] given in the Appendix, this means estimating $\alpha(d,k,t)$ when $k$ is near $dt$, the expected value of the associated binomial random variable.

We would like to stress that here we will use a self-contained and completely combinatorial approach in establishing our estimates, which we think is of independent interest. We need some technical lemmas. In some places, we need a couple of lemmas from [20]. Those lemmas are listed in the Appendix.

Our first lemma is useful in later estimates, while the second lower bounds $\alpha(d,k,t)$ when $k$ is exactly $dt$.

**Lemma 6.5** If $z$ be a real number with $0 < z < \frac{1}{2}$, then $1 - z \geq e^{-2z}$. Let $x, y, a$ be positive real numbers such that $x,y \geq 2a$. Then

$$\left(1 + \frac{a}{x}\right)^x \left(1 - \frac{a}{y}\right)^y \geq e^{-2a} \text{ and } \left(1 + \frac{a}{x}\right)^x \left(1 - \frac{a}{y}\right)^y \geq e^{\frac{-2a^2}{x} - \frac{a^2}{y}}.$$ 

**Proof.** For any real number $w$ with $0 < w \leq \frac{1}{2}$, we have

$$\ln(1+w) = w - \frac{w^2}{2} + \frac{w^3}{3} - \frac{w^4}{4} + \cdots \geq w - \frac{w^2}{2} > w - w^2.$$ 

$$\ln(1-w) = -w - \frac{w^2}{2} - \frac{w^3}{3} - \frac{w^4}{4} - \cdots \geq -w - w^2.$$
If $0 < z < \frac{1}{2}$ then $\ln(1 - z) \geq -z - z^2 \geq -2z$. Hence $1 - z \geq e^{-2z}$. Since $x, y \geq 2a$, $0 < \frac{a}{x}, \frac{a}{y} \leq \frac{1}{2}$. We have $(1 + \frac{a}{x})^x (1 - \frac{a}{y})^y \geq 1 \cdot (1 - \frac{a}{y})^y \geq e^{-2(\frac{a}{y})y} = e^{-2a}$. To get a refined bound, we let $K = (1 + \frac{a}{x})^x (1 - \frac{a}{y})^y$. We have

$$\ln K = x \ln(1 + \frac{a}{x}) + y \ln(1 - \frac{a}{y}) \geq x(\frac{a}{x} - \frac{a^2}{x^2}) + y(-\frac{a}{y} - \frac{a^2}{y^2}) = -\frac{a^2}{x} - \frac{a^2}{y}$$

Hence, $K \geq e^{-\frac{a^2}{x} - \frac{a^2}{y}}$.

\textbf{Lemma 6.6} For each pair of positive integers $k, d$ with $k \leq d$, we have

$$\alpha(d, k, \frac{k}{d}) \geq \frac{1}{2\sqrt{\pi k}}(1 - \frac{1}{8k}), \text{ and } \alpha(d, k, \frac{k}{d}) \geq \frac{\sqrt{2}}{\sqrt{\pi d}}e^{-\frac{2}{d}}, \text{ as } d \to \infty.$$  

\textbf{Proof.} Recall that $\alpha(d, k, \frac{k}{d}) = \left(\frac{d}{k}\right)^k \left(\frac{k}{d}\right)^{d-k}$. By Lemma 7.2, $\alpha(d, k, \frac{k}{d}) \geq \left(\frac{2^k}{k}\right)^{2k+1}$. Using the standard estimate $\left(\frac{2^k}{k}\right)^2 \geq \frac{2^{2k}}{\sqrt{\pi k}}(1 - \frac{1}{8k})$ (see [22]), we have $\alpha(d, k, \frac{k}{d}) \geq \frac{1}{2\sqrt{\pi k}}(1 - \frac{1}{8k})$.

To prove the second inequality, first observe that $\alpha(d, k, \frac{k}{d}) = \alpha(d, d - k, \frac{d-k}{d})$. Hence, we may assume that $1 \leq k \leq d/2$. Assume first that $k \leq \frac{d}{16}$. Then

$$\alpha(d, k, \frac{k}{d}) \geq \frac{1}{2\sqrt{\pi k}}(1 - \frac{1}{8k}) \geq \frac{\sqrt{2}}{\sqrt{\pi d}},$$  

for sufficiently large $d$. Hence, we may assume that $\frac{d}{16} \leq k \leq \frac{d}{2}$. We use stirling’s formula that for all integers $n \geq 1$,

$$n! = \sqrt{2\pi n} \left(\frac{n}{e}\right)^n e^{\frac{\theta}{12n}}, \text{ where } \theta = \theta(n) \text{ satisfies } 0 < \theta < 1. \quad (9)$$

We have (noting that $-\frac{1}{12k} - \frac{1}{12(d-k)} \geq -\frac{2}{d}$, since $\frac{d}{16} \leq k \leq \frac{d}{2}$)

$$\alpha(d, k, \frac{k}{d}) = \left(\frac{d}{k}\right)^k \left(\frac{k}{d}\right)^{d-k} = \frac{d!}{k!(d-k)!} \cdot \frac{k^k}{d^k} \cdot \frac{(d-k)^{d-k}}{(d-k)!} = \frac{d!}{d^d} \cdot \frac{k^k}{k!} \cdot \frac{(d-k)^{d-k}}{(d-k)!}$$

$$= \frac{\sqrt{2\pi d}}{e^d} \cdot \frac{e^k}{\sqrt{\pi k}} \cdot \frac{e^{d-k}}{\sqrt{2\pi (d-k)}} \cdot e^{\theta_1 \frac{k}{12k} - \theta_2 \frac{k}{12(d-k)}} \cdot e^{\theta_3 \frac{d-k}{12(d-k)}} \quad (\text{for some } \theta_1, \theta_2, \theta_3 \in (0, 1))$$

$$= \frac{1}{\sqrt{2\pi}} \sqrt{\frac{d}{k(d-k)}} \cdot e^{\frac{\theta_1}{12k} - \frac{\theta_2}{12(d-k)} - \frac{\theta_3}{12(d-k)}}$$

$$\geq \frac{1}{\sqrt{2\pi}} \sqrt{\frac{d}{d^2/4}} \cdot e^{-\frac{1}{12k} - \frac{1}{12(d-k)}}$$

$$\geq \frac{\sqrt{2}}{\sqrt{\pi d}} e^{-\frac{2}{d}},$$
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for sufficiently large $d$.

Throughout the rest of the section, we will be giving estimates valid for a sufficiently large integer dimension $d$. This condition will be stated as a hypothesis in the lemmas and theorems which follow, but will not be repeated each time it is applied in their proofs. The reader is asked to assume the condition as necessary. In our next lemma, we lower bound $\alpha(d, k, t)$ when $k$ is reasonably near $dt$.

**Lemma 6.7** Let $d$ be a sufficiently large positive integer. Let $t$ be a real number such that $0 < t < 1$. Let $k$ be a positive integer such that $2 \leq k \leq d - 2$.

If $|k - dt| \leq \min\{\sqrt{\ln d}, \frac{k}{2}, \frac{d - k}{2}\}$, then $\alpha(d, k, t) \geq \frac{\sqrt{2}}{\sqrt{\pi}} \cdot e^{-\frac{1}{d}}$.

**Proof.** Let $a = dt - k$. Then $t = \frac{k + a}{d}$ and $|a| \leq \min\{\sqrt{\ln d}, \frac{k}{2}, \frac{d - k}{2}\}$. Let $A = \alpha(d, k, t)$ and $B = \alpha(d, k, \frac{k}{d})$. We have

$$A = \alpha(d, k, \frac{k + a}{d}) = \frac{d}{k} \left(1 + \frac{a}{d}ight)^{d-k} \left(1 - \frac{a}{d}ight)^{d-k}$$

$$B = \alpha(d, k, \frac{k}{d}) = \frac{d}{k} \left(1 - \frac{k}{d}ight)^{d-k}$$

$$\frac{A}{B} = \left(1 + \frac{a}{k}\right)^k \left(1 - \frac{a}{d-k}\right)^{d-k} = \left(1 + \frac{a}{k}\right)^k \left(1 - \frac{a}{d-k}\right)^{d-k} \geq \max\{e^{-2|a|}, e^{-\frac{a^2}{d-k}}\}.$$ (10)

By our assumption $k \geq 2|a|$ and $d - k \geq 2|a|$. By Lemma 6.5, regardless of whether $a$ is positive or negative, we have

$$\left(1 + \frac{a}{k}\right)^k \left(1 - \frac{a}{d-k}\right)^{d-k} \geq \max\{e^{-2|a|}, e^{-\frac{a^2}{d-k}}\}.$$ (11)

We consider three cases.

**Case 1.** $k \leq d^{\frac{1}{4}}$.

We have

$$\frac{A}{B} \geq e^{-2|a|} \geq e^{-2\sqrt{\ln d}} \geq e^{-\frac{1}{\ln d} \ln d} = d^{-\frac{1}{\ln d}},$$

for $d$ large enough. On the other hand, by Lemma 6.6,

$$B = \alpha(d, k, \frac{k}{d}) \geq \frac{1}{2\sqrt{\pi k}} (1 - \frac{1}{8k}) \geq \frac{1}{4\sqrt{\pi d^2}}.$$

Hence,

$$\alpha(d, k, t) = A \geq d^{-\frac{1}{\ln d}} \cdot \frac{1}{4\sqrt{\pi d^2}} \geq \frac{\sqrt{2}}{\sqrt{\pi d}}.$$
Case 2. \(d^2 \leq k \leq d - d^2\).

Note first that 
\[-\frac{1}{k} - \frac{1}{d-k} \geq -d^{-\frac{3}{4}} - d^{-\frac{3}{4}} = -2d^{-\frac{3}{4}}.\]

We have
\[
\frac{A}{B} \geq e^{a^2(-\frac{1}{k} - \frac{1}{d-k})} \geq e^{-a^2 \cdot 2d^{-\frac{3}{4}}} \geq e^{-2(\ln d) d^{-\frac{3}{4}}} \geq e^{-\frac{1}{\sqrt{\pi d}}}.\]

On the other hand, by Lemma 6.6,
\[B = \alpha(d, k, \frac{k}{d}) \geq \frac{\sqrt{2}}{\sqrt{\pi d}} \cdot e^{\frac{1}{\sqrt{\pi d}}} \cdot e^{-\frac{1}{\sqrt{\pi d}}} = \frac{\sqrt{2}}{\sqrt{\pi d}} \cdot e^{-\frac{1}{\sqrt{\pi d}}}.\]

Hence,
\[\alpha(d, k, t) = A \geq e^{-\frac{1}{\sqrt{\pi d}}} \cdot \frac{\sqrt{2}}{\sqrt{\pi d}} \cdot e^{-\frac{1}{\sqrt{\pi d}}} \geq \frac{\sqrt{2}}{\sqrt{\pi d}} \cdot e^{-\frac{1}{\sqrt{\pi d}}}.\]

Case 3. \(k \geq d - d^2\).

Let \(m = d - k\). Then \(2 \leq m \leq d^2\). Observe that \(\alpha(d, m, \frac{m}{d}) = \alpha(d, k, \frac{k}{d})\). Hence, the lower bounds on \(A\) and \(B\) from Case 1 both apply, and we conclude as in Case 1.

We are now ready for our lower bound on \(|\Phi(S)|\), for subsets \(S\) of \([0, 1]^d\) having measure near \(1/2\).

**Theorem 6.8** Let \(d\) be a sufficiently large positive integer. Let \(S\) be a subset of \([0, 1]^d\) with measure \(v = |S|\).

If \(||S| - \frac{1}{2}| \leq \frac{\sqrt{2} \sqrt{\ln d}}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}}, \) then \(|\Phi(S)| \geq \frac{\sqrt{2}}{\sqrt{\pi d}} \cdot e^{-\frac{1}{\sqrt{\pi d}}}\).

**Proof.** By Theorem 6.3, \(|\Phi(S)|\) is minimum when \(S\) is a Hamming ball. Hence, we may assume \(S = HB(d, k, t)\) for some \(k\) and \(t\), where \(k\) is an integer with \(1 \leq k \leq d - 1\) and \(t\) is a real number with \(0 < t < 1\). We have \(|S| = v(d, k, t) = \sum_{i=0}^{k} \alpha(i, d, t)\) and \(|\Phi(S)| = \alpha(d, k + 1, t)\).

By our assumption,
\[|v(d, k, t) - \frac{1}{2}| \leq \frac{\sqrt{2} \sqrt{\ln d}}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}}. \tag{12}\]

By the remarks after Definition 6.4, if \(X\) is a random variable drawn from the binomial distribution \(BIN(d, t)\), then \(v(d, k, t) = Pr(X \leq k)\). By Lemma 7.1,
\[v(d, \lfloor dt \rfloor - 1, t) \leq \frac{1}{2} \leq v(d, \lfloor dt \rfloor, t) \tag{13}\]

We consider cases.

**Case 1.** \(10\sqrt{\ln d} \leq k \leq d - 10\sqrt{\ln d}\).

**Claim 1.** For all positive integers \(m\) with \(|m - dt| \leq \sqrt{\ln d}, \alpha(d, m, t) \geq \frac{\sqrt{2}}{\sqrt{\pi d}} \cdot e^{-\frac{1}{\sqrt{\pi d}}}\).

**Proof of Claim 1.** Recall that if \(X\) is a random variable drawn from the binomial distribution \(BIN(d, t)\) then \(Pr(X \leq k) = v(d, k, t)\) and hence \(Pr(X \geq k + 1) = 1 - v(d, k, t)\). By
Thus, \( dt > \frac{k}{3} \geq \frac{10}{3} \sqrt{\ln d} \). Since \(|m - dt| \leq \sqrt{\ln d}\), we have \( m \geq \frac{7}{3} \sqrt{\ln d} \) for large \( d \). Thus, \( \frac{m}{2} \geq \frac{7}{6} \sqrt{\ln d} > \sqrt{\ln d} \).

Let \( Y = d - X \). Then \( E(Y) = d - dt \) and \( Pr(Y \geq d - k) = Pr(X \leq k) = v(d, k, t) \).

By (12), \( Pr(Y \geq d - k) = \frac{1}{2} + O(\frac{\sqrt{\ln d}}{d}) \). If \( d - k > 3(d - dt) = 3E(Y) \), then by Markov’s inequality, \( Pr(Y \geq d - k) \leq \frac{1}{3} \), a contradiction for large \( d \). Hence \( 3(d - dt) \geq d - k \).

Therefore, \( d - dt \geq \frac{d - k}{3} = \frac{10}{3} \sqrt{\ln d} \). Since \(|m - dt| \leq \sqrt{\ln d}, d - m \geq \frac{7}{3} \sqrt{\ln d} \) for large \( d \). Thus, \( \frac{d - m}{2} \geq \frac{7}{6} \sqrt{\ln d} > \sqrt{\ln d} \).

Since \(|m - dt| \leq \sqrt{\ln d} \) and both \( \frac{m}{2} \) and \( \frac{d - m}{2} \) exceed \( \sqrt{\ln d} \), \( |m - dt| \leq \min\{\sqrt{\ln d}, \frac{m}{2}, \frac{d - m}{2}\} \).

Hence, by Lemma 6.7,

\[
\alpha(d, m, t) \geq \frac{\sqrt{2}}{\sqrt{\pi d}} \cdot e^{-\frac{1}{\sqrt{d}}}. 
\]

**Claim 2.** \(|k - dt| \leq \sqrt{\ln d} - 3\).

By Claim 1, (12), and (13), for large enough \( d \), we have

\[
v(d, [dt] + \sqrt{\ln d} - 4, t) \geq \frac{1}{2} + \sqrt{\ln d - 4} \cdot \frac{\sqrt{2}}{\sqrt{\pi d}} \cdot e^{-\frac{1}{\sqrt{d}}}
\]

\[
= \frac{1}{2} + (1 - \frac{4}{\sqrt{\ln d}}) \cdot \frac{\sqrt{2}}{\sqrt{\pi d}} \cdot e^{-\frac{1}{\sqrt{d}}} \geq \frac{1}{2} + e^{-\frac{4}{\sqrt{\ln d}}} \cdot \frac{\sqrt{2} \sqrt{\ln d}}{\sqrt{\pi d}} \cdot e^{-\frac{1}{\sqrt{d}}}
\]

\[
> \frac{1}{2} + \frac{\sqrt{2} \sqrt{\ln d}}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}} \geq v(d, k, t).
\]

Since \( v(d, k, t) \) is non-decreasing in \( k \), we have \( k \leq [dt] + \sqrt{\ln d} - 4 \). Similarly, by Claim 1, (12), and (13), for large enough \( d \), we have

\[
v(d, [dt] - 1 - \sqrt{\ln d} - 5, t) \leq \frac{1}{2} - \sqrt{\ln d - 5} \cdot \frac{\sqrt{2}}{\sqrt{\pi d}} \cdot e^{-\frac{1}{\sqrt{d}}} \leq \frac{1}{2} - \frac{\sqrt{2} \sqrt{\ln d}}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}} \leq v(d, k, t).
\]

Hence, by monotonicity, \([dt] - \sqrt{\ln d} + 4 \leq k\). Thus, we have \(|k - dt| \leq \sqrt{\ln d} - 3\).

Now, clearly \(|k + 1 - dt| \leq \sqrt{\ln d} \). By Claim 1, we have

\[
|\Phi(S)| = \alpha(d, k + 1, t) \geq \frac{\sqrt{2}}{\sqrt{\pi d}} \cdot e^{-\frac{1}{\sqrt{d}}}. 
\]

**Case 2.** \( k < 10 \sqrt{\ln d} \)

**Claim 3.** We have \( \frac{1}{4d} \leq t \leq \frac{20 \sqrt{\ln d}}{d} \).

*Proof of Claim 3.* Suppose for contradiction that \( t \leq \frac{1}{3d} \). Then

\[
v(d, k, t) \geq v(d, 0, t) = (1 - t)^d \geq (1 - \frac{1}{4d})^d \geq e^{2 \frac{1}{4d}} \geq e^{2 \frac{1}{4d}} \geq e^{-\frac{1}{2}} > 0.6,
\]
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Next, suppose for contradiction that \( t > \frac{20 \sqrt{\ln d}}{d} \). Then \( dt \geq 20 \sqrt{\ln d} \geq 2k \). Recall that \( X \) is a random variable drawn from \( BIN(d, t) \), \( E(X) = dt \), and \( Pr(X \leq k) = v(d, k, t) \). Since \( k \leq \frac{dt}{2} = \frac{E(X)}{2} \), we have by Chernoff’s inequality that

\[
v(d, k, t) = Pr(X \leq k) \leq Pr(|X - E(X)| \geq \frac{1}{2} E(X)) \leq 2e^{-\frac{t}{12} E(X)} \leq 2e^{-\frac{1}{2} (20 \sqrt{\ln d})} \to 0, \]

as \( d \to \infty \), contradicting (12) for sufficiently large \( d \).

Let \( m = k + 1 \). Then \( m \leq 10 \sqrt{\ln d} \). We have

\[
|\Phi(S)| = \alpha(d, k + 1, t) = \alpha(d, m, t) = \left( \frac{d}{m} \right)^m t^m (1 - t)^{d - m}
\]

\[
\geq \left( \frac{4m}{d} \right)^m t^m (1 - t)^d
\]

\[
\geq \left( \frac{20 \sqrt{\ln d}}{d} \right)^m e^{-40 \sqrt{\ln d}} \quad \text{(since } \frac{1}{4} \leq dt \leq 20 \sqrt{\ln d})
\]

Let \( K \) denote the righthand side of the last inequality. Since \( m \leq 10 \sqrt{\ln d} \), we have

\[
\ln K = -m \ln 4m - 40 \sqrt{\ln d} \gg -\frac{1}{4} \ln d,
\]

for large \( d \). Hence

\[
|\Phi(S)| \gg e^{-\frac{1}{4} \ln d} = d^{-\frac{1}{2}} \gg \frac{\sqrt{2}}{\sqrt{\pi d}} \cdot e^{-\frac{1}{2\sqrt{d}}},
\]

**Case 3.** \( k > d - 10 \sqrt{\ln d} \)

**Claim 4.** We have \( \frac{1}{4d} \leq 1 - t \leq \frac{20 \sqrt{\ln d}}{d} \)

*Proof of Claim 4.* Suppose for contradiction that \( 1 - t < \frac{1}{4d} \). Then

\[
1 - v(d, k, t) \geq \alpha(d, d, t) = t^d \geq \left( 1 - \frac{1}{4d} \right)^d \geq e^{-2 \cdot \frac{1}{4d}} \geq e^{-\frac{1}{2}} > 0.6,
\]

contradicting (12) for large \( d \).

Next, suppose for contradiction that \( 1 - t > \frac{20 \sqrt{\ln d}}{d} \). Then \( d - dt \geq 20 \sqrt{\ln d} \geq 2(d - k) \). Recall that \( X \) is a random variable drawn from \( BIN(d, t) \), \( E(X) = dt \), and \( Pr(X \leq k) = v(d, k, t) \). Let \( Y = d - X \). Then \( E(Y) = d - dt \) and \( Pr(Y \geq d - k) = 1 - v(d, k, t) \).

Since \( d - k \leq \frac{d - dt}{2} = \frac{E(Y)}{2} \), we have by Chernoff’s inequality that

\[
1 - v(d, k, t) = Pr(Y \geq d - k) \leq Pr(|Y - E(Y)| \geq \frac{1}{2} E(Y)) \leq 2e^{-\frac{1}{12} E(Y)} \leq 2e^{-\frac{1}{12} (20 \sqrt{\ln d})} \to 0,
\]

contradicting (12) for large \( d \).
as \( d \to \infty \), contradicting (12) for sufficiently large \( d \). \( \blacksquare \)

Let \( m = k + 1 \). Then \( d - m \leq 10 \sqrt{\ln d} \). The lower bound analysis in Case 2 applies here with \( d - m \) playing the role of \( m \) and \( 1 - t \) playing the role of \( t \) in (14). The rest of the arguments are the same. This completes the proof of Case 3 and the theorem. \( \blacksquare \)

**Corollary 6.9** Let \( d \) be a sufficiently large positive integer. Let \( S \) be a subset of \([0, 1]^d\) with measure \( v = |S| \). Suppose

\[
\frac{1}{2} - \frac{\sqrt{2} \sqrt{\ln d}}{\sqrt{\pi d}} \cdot e^{-\frac{1}{\sqrt{\ln d}}} \leq |S| \leq \frac{1}{2}.
\]

Then either

\[
|\Phi(S)| \geq \frac{2\sqrt{2}}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}}
\]

or there exists an integer \( l \geq 2 \) such that

\[
\frac{|\Phi(\leq l)(S) - \Phi(S)|}{l + 1} \geq \frac{\sqrt{2}}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}}.
\]

**Proof.** For each \( i \), let \( S_i = \Phi^{(i)}(S) \). In particular, \( S_1 = \Phi(S) \). Let \( l \) denote the smallest \( m \) such that \( |S_1 \cup S_2 \cup \cdots \cup S_{l-1}| \geq \frac{\sqrt{2} \sqrt{\ln d}}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}} \).

**Claim 1.** \( l \leq \sqrt{\ln d} - 4 \).

**Proof of Claim 1.** By our choice of \( l \), for each \( i \leq l \) we have

\[
|S_1 \cup \cdots \cup S_{l-1}| \leq \frac{\sqrt{2} \sqrt{\ln d}}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}}.
\]

Let \( S' = S \cup S_1 \cdots \cup S_{l-1} \). Then \( \Phi(S') = S_i \). Furthermore, \( S' \) has measure

\[
|S'| = |S| + |S_1 \cup \cdots \cup S_{l-1}| \leq \frac{1}{2} + \frac{\sqrt{2} \sqrt{\ln d}}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}}.
\]

By Theorem 6.8, we have

\[
|S_i| = |\Phi(S')| \geq \frac{\sqrt{2}}{\sqrt{\pi d}} \cdot e^{-\frac{4}{\sqrt{\ln d}}}.
\]

Since this holds for all \( i \leq l \), we have

\[
|S_1 \cup \cdots \cup S_{l-1}| \geq (l - 1) \frac{\sqrt{2}}{\sqrt{\pi d}} \cdot e^{-\frac{4}{\sqrt{\ln d}}}.
\]

Suppose for contradiction that \( l \geq \sqrt{\ln d} - 3 \). Then

\[
|S_1 \cup \cdots \cup S_{l-1}| \geq (\sqrt{\ln d} - 4) \frac{\sqrt{2}}{\sqrt{\pi d}} \cdot e^{-\frac{4}{\sqrt{\ln d}}} > \frac{\sqrt{2} \sqrt{\ln d}}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}}.
\]
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contradicting our choice of \( l \).

Now, if \(|S_1| = |\Phi(S)| \geq \frac{2\sqrt{2}}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}},\) then we are done. Otherwise, suppose \(|S_1| < \frac{2\sqrt{2}}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}}.\) Then since \(|S_1 \cup S_2 \cup \cdots \cup S_l| \geq \frac{2\sqrt{2\ln d}}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}}\) by our choice of \( l \), we have

\[
|\Phi(\leq l)(S) - \Phi(S)| = |S_1 \cup \cdots \cup S_l| - |S_1| \geq \frac{\sqrt{2}(\sqrt{\ln d} - 2)}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}}.
\]

Thus since \( l + 1 < \sqrt{\ln d} - 2 \), we get

\[
\frac{|\Phi(\leq l)(S) - \Phi(S)|}{l + 1} \geq \frac{\sqrt{2}}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}}.
\]

This completes the proof.

The two corollaries which follow are just the equivalents of Theorem 6.8, and Corollary 6.9 for \( K_n^d \), under the correspondence between \([0,1]^d\) and \( K_n^d \) described in Proposition 6.1.

**Corollary 6.10** Let \( n, d \) be positive integers, where \( d \) is sufficiently large. Let \( S \) be subset of \( V(K_n^d) \).

If \(|S| - n^d/2| \leq \frac{\sqrt{2\ln d} \cdot n^d}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}},\) then \(|\Phi(S)| \geq \frac{\sqrt{2} \cdot n^d}{\sqrt{\pi d}} \cdot e^{-\frac{1}{\sqrt{d}}}\).

**Corollary 6.11** Let \( n, d \) be positive integers, where \( d \) is sufficiently large. Let \( S \) be a subset of \( V(K_n^d) \). Suppose

\[
\left( \frac{1}{2} - \frac{\sqrt{2\ln d} \cdot n^d}{\sqrt{\pi d}} \cdot e^{-\frac{1}{\sqrt{\ln d}}} \right) \cdot n^d \leq |S| \leq \frac{1}{2} \cdot n^d.
\]

Then either

\[
|\partial(S)| \geq \frac{2\sqrt{2} \cdot n^d}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}}
\]

or there exists an integer \( l \geq 2 \) such that

\[
\frac{|\partial(\leq l)(S) - \partial(S)|}{l + 1} \geq \frac{\sqrt{2} \cdot n^d}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}}.
\]

We remark that Corollary 6.10 yields a proof of the lower bound in a recent result of Harper in [14] on the vertex bandwidth \( B(K_n^d) \).

**Theorem 6.12** [14] Let \( n \) be fixed positive integer. For all positive integers \( d \) we have

\[
B(K_n^d) \geq (1 - o(1)) \frac{\sqrt{2}}{\sqrt{\pi d}} n^d.
\]

**Proof.** Consider a labeling \( f \) of \( V(K_n^d) \) that achieves the bandwidth. Let \( S \) denote the set of vertices receiving labels \( 1, 2, \ldots, \lfloor n^d/2 \rfloor \). By Corollary 6.10, \( |\partial(S)| \geq \frac{\sqrt{2}}{\sqrt{\pi d}} (1 - o(1)) n^d \). Thus,

\[
B(K_n^d) = B(f) \geq |\partial(S)| \geq (1 - o(1)) \frac{\sqrt{2}}{\sqrt{\pi d}} n^d.
\]

Theorem 6.12 is asymptotically best possible as \( d \to \infty \) as Harper gave an upper bound in [14] that asymptotically matches the lower bound in Theorem 6.12 as \( d \to \infty \).

We now establish a lower bound on \( B'(K_n^d) \) that matches the upper bound from the previous section asymptotically when \( n \) is even. We follow the approach used in [8] and [5].
Theorem 6.13 Let $n$ be a fixed positive even integer. We have

$$B'(K^d_n) \geq (1 - o(1)) \frac{\sqrt{d}}{\sqrt{2\pi}} n^d(n - 1), \text{ as } d \to \infty.$$  

Proof. Let $f$ be an optimal labeling of $E(K^d_n)$ using labels $1, \ldots, \binom{n}{2} dn^{d-1}$. Let $S$ denote the set of edges receiving the first half of the labels. That is, $S$ is the set of the edges receiving labels $1, 2, \ldots, \frac{1}{2} \binom{n}{2} dn^{d-1}$. Let us call the edges in $S$ red and the rest of the edges white.

For a vertex $x \in V(K^d_n)$, let $E(x)$ denote the set of edges incident to $x$. A vertex $x$ is called red if all the edges in $E(x)$ is red, and white if all the edges in $E(x)$ are white; otherwise it is called mixed. Let $R, W, M$ denote the set of red, white, and mixed vertices, respectively.

We have

$$|R| + |W| + |M| = n^d. \quad (14)$$

For $x \in M$, let $r(x)$ denote the number of red edges in $E(x)$. Hence $1 \leq r(x) \leq d(n - 1)$. By (double) counting the red edges, we have

$$|R| \cdot d(n - 1) + \Sigma_{x \in M} r(x) = \frac{n}{2} \binom{n}{2} dn^{d-1} = |W| \cdot d(n - 1) + \Sigma_{x \in M} (n - r(x)). \quad (15)$$

It readily follows from (15) that $|R|, |W| < \frac{1}{2} n^d$. Note that the white edges incident to $M$ belong to $\partial(S)$. Similarly, the red edges incident to $M$ belong to $\partial(E(K^d_n) - S)$. Therefore, we have

$$|\partial(S)| \geq \frac{1}{2} \Sigma_{x \in M} (d(n - 1) - r(x)) \text{ and } |\partial(E(K^d_n) - S)| \geq \frac{1}{2} \Sigma_{x \in M} r(x). \quad (16)$$

Combining these two inequalities we obtain

$$B'(K^d_n) \geq \max\{\partial(S), \partial(E(K^d_n) - S)\} \geq \frac{|M| \cdot (n - 1)d}{4}. \quad (17)$$

If $|M| \geq \frac{2\sqrt{2}}{\sqrt{\pi d}} \cdot n^d \cdot e^{-\frac{10}{\sqrt{\ln d}}}$, then by (17), we have

$$B'(K^d_n) \geq \frac{|M| \cdot (n - 1)d}{4} \geq \frac{\sqrt{d}}{\sqrt{2\pi}} n^d(n - 1) \cdot e^{-\frac{10}{\sqrt{\ln d}}} = (1 - o(1)) \frac{\sqrt{d}}{\sqrt{2\pi}} n^d(n - 1),$$

and we are done. Hence, we may assume that

$$|M| < \frac{2\sqrt{2}}{\sqrt{\pi d}} \cdot n^d \cdot e^{-\frac{10}{\sqrt{\ln d}}}.$$  \hspace{1cm} (18)

Either

$$\Sigma_{x \in M} r(x) \leq |M| \cdot d(n - 1)/2 \text{ or } \Sigma_{x \in M} (d(n - 1) - r(x)) \leq |M| \cdot d(n - 1)/2.$$  

Without loss of generality, let us assume that the first inequality holds, since otherwise we could switch the roles of red and white vertices. Combining this with (15) and (18), we have

$$\binom{n}{2} dn^{d-1} \leq |R| \cdot d(n - 1) + |M| \cdot d(n - 1)/2 \leq |R| \cdot d(n - 1) + \frac{\sqrt{2}}{\sqrt{\pi d}} n^d \cdot d(n - 1). \quad (19)$$
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This yields the lower bound in
\[
\left(\frac{1}{2} - \frac{\sqrt{2}}{\sqrt{\pi d}}\right)n^d \leq |R| < \frac{1}{2}n^d.
\]
By Corollary 6.11, we have either
\[
|\partial(R)| \geq \frac{2\sqrt{2} \cdot n^d}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}},
\]
or there exists an integer \(l \geq 2\) such that
\[
\frac{|\partial^{(\leq l)}(R) - \partial(R)|}{l + 1} \geq \frac{\sqrt{2} \cdot n^d}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}}.
\]
Now, clearly \(\partial(R) \subseteq M\). So if (20) holds then we have
\[
|M| \geq \frac{2\sqrt{2} \cdot n^d}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}},
\]
contradicting (18).
Hence, we may assume that (21) holds instead. Let \(C = \partial^{(\leq l)}(R) - \partial(R)\). Let \(E(C)\) denote the set of edges incident to \(C\).
Note that each vertex in \(C\) is a white vertex at distance at most \(l\) from \(R\). Hence each edge in \(E(C)\) is a white edge at distance at most \(l + 1\) from \(S\) (the set of red edges). Thus, \(E(C) \subseteq \partial^{(\leq l+1)}(S)\). Note that \(|E(C)| \geq |C| \cdot d(n - 1)/2\). Applying 2.2 to the line graph \(L(K^d_n)\), we have
\[
B'(K^d_n) \geq B'(f) \geq \frac{|\partial^{(\leq l+1)}(S)|}{l + 1} \geq \frac{|E(C)|}{l + 1} \geq \frac{|C| \cdot d(n - 1)}{2(l + 1)}
\]
\[
= \frac{|\partial^{(\leq l)}(R) - \partial(R)| \cdot d(n - 1)}{2(l + 1)}
\]
\[
\geq \frac{\sqrt{2} \cdot n^d}{\sqrt{\pi d}} \cdot e^{-\frac{10}{\sqrt{\ln d}}} \cdot d(n - 1) \quad \text{(by (21))}
\]
\[
= (1 - o(1)) \frac{\sqrt{d}}{\sqrt{2\pi}} n^d (n - 1).
\]
Now, Theorem 5.10 and Theorem 6.13 together imply Theorem 1.2.

7 Appendix

Lemma 7.1 ([20] Lemma B.7.) Let \(n\) be a positive integer and \(p\) a real number such that \(0 \leq p \leq 1\). Let \(X\) be a random variable drawn from the binomial distribution \(B(n, p)\) (where \(n\) is the number of independent trials and \(p\) is the probability of success of each trial). Then
\[
Pr(X \leq \lfloor np \rfloor - 1) \leq 1/2 \leq Pr(X \leq \lceil np \rceil).
\]
Lemma 7.2 ([20] Lemma B.3 and Lemma B.5) For each pair of integers \( k \) and \( n \) with \( 0 \leq k \leq n \),

\[
\binom{n}{k} \left( \frac{k}{n} \right)^{k} \left( 1 - \frac{k}{n} \right)^{n-k} \geq \frac{k^{k}}{e^{k}k!} \geq \binom{2k}{k}2^{-2k-1}.
\]
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